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Transports of magnon quasiparticles

Observation of the Magnon Hall Effect
Y. Onose,1,2* T. Ideue,1 H. Katsura,3 Y. Shiomi,1,4 N. Nagaosa,1,4 Y. Tokura1,2,4

The Hall effect usually occurs in conductors when the Lorentz force acts on a charge current
in the presence of a perpendicular magnetic field. Neutral quasi-particles such as phonons and
spins can, however, carry heat current and potentially exhibit the thermal Hall effect without
resorting to the Lorentz force. We report experimental evidence for the anomalous thermal
Hall effect caused by spin excitations (magnons) in an insulating ferromagnet with a pyrochlore
lattice structure. Our theoretical analysis indicates that the propagation of the spin waves is
influenced by the Dzyaloshinskii-Moriya spin-orbit interaction, which plays the role of the vector
potential, much as in the intrinsic anomalous Hall effect in metallic ferromagnets.

Electronics based on the spin degree of free-
dom (spintronics) may lead to develop-
ments beyond silicon-based technologies

(1); spintronics avoids the dissipation from Joule
heating by replacing charge currents with currents
of themagneticmoment (spin currents). Phenomena
such as the spin Hall effect (generation of a trans-
verse spin current by a longitudinal electric field) in
metals and semiconductors have therefore recently
attracted much attention (2). However, some dis-
sipation is still inevitable because the spin current in
these conducting materials is carried by electronic
carriers. In this sense, achieving spin transport in
insulating magnets may be more promising.

In magnetic insulators, the spin moments are
carried by magnons, which are quanta of mag-
netic excitations. A fundamental question for the
magnon spin current is whether it exhibits the Hall
effect, which is usually driven by the Lorentz
force; therefore, charge-free particles (such as pho-
tons, phonons, and magnons) may be expected not
to lead to it. However, in ferromagnets the Hall
effect proportional to the magnetization—termed
the anomalous Hall effect—can be driven by the
relativistic spin-orbit interaction and does not
require the Lorentz force (3). Moreover, the Hall
effect of photons (4–6) and that of phonons (7–9)
have been already predicted and experimentally
observed. However, the Hall effect of magnons,
which is relevant to spin-current electronics, has
presented an experimental challenge.

We report the magnetic and thermal-transport
properties of an insulating collinear ferromagnet
Lu2V2O7 with a pyrochlore structure. Figure 1A
shows the vanadium sublattice in Lu2V2O7, which
is composed of corner-sharing tetrahedra. This
structure can be viewed as a stacking of alternat-

ing Kagomé and triangular lattices along the [111]
direction. Spin-polarized neutron diffraction sug-
gests that the orbitals of the d electron are ordered
so that they all point to the center of mass of theV
tetrahedron (10); calculations have shown that a
virtual hopping process to the high-energy state
stabilizes the ferromagnetic order of the V spin in
this orbital-ordered state (10). In the pyrochlore
structure, because the midpoint between any two
apices of a tetrahedron is not an inversion sym-
metry center, there is a nonzero Dzyaloshinskii-
Moriya (DM) interaction

HDM ¼ ∑
〈ij〉
D
→

i j : ðS
→
i # S

→
jÞ

whereD
→

ij andS
→
i are, respectively, the DMvector

between the i and j sites and theV spinmoment at
site i. As shown in Fig. 1B, the DM vector D

→
ij is

perpendicular to the vanadium bond and parallel to
the surface of the cube indicated by gray lines,

according to the crystal symmetry. Even starting
from the perfectly collinear ferromagnetic ground-
state spin configuration, theDM interaction affects
the spin wave and gives rise to the thermal Hall
effect as discussed below.

The magnetic, electric, and thermal properties
of Lu2V2O7 are illustrated in Fig. 2. The spon-
taneous magnetization M emerges below Curie
temperature TC = 70K (Fig. 2A). Figure 2B shows
the magnetization curves along various magnetic
field directions at 5 K. The magnetization saturates
at relatively low field (less than 1 T), and the sat-
urated magnetization is isotropic and almost co-
incides with 1 bohr magneton (mB), indicating the
collinear ferromagnetic state with spin S = 1=2
above the saturation field. The resistivity increases
rapidly with decreasing temperature T (Fig. 2C).
The longitudinal thermal conductivity (11) mono-
tonically falls with decreasing temperature (Fig. 2D).
The magnitude is small as compared with usual in-
sulators but comparable with similar orbital-ordered
materials (12). According to theWiedemann-Franz
law, the electric contribution of thermal conduc-
tivity is less than 10−5W/Km below 100 K. There-
fore, the heat current is carried only by phonons
and magnons in this temperature region. From
the analysis of the magnetic field variation of the
thermal conductivity (13), we estimate the mean
free paths of phonons and magnons (lph and lmag,
respectively) at 20 K as lph = 3.5 nm and lmag =
3.6 nm. Because the obtained lph and lmag are
much larger than the V-V distance (0.35 nm), the
Bloch waves of phonons and magnons are well
defined at least at 20 K.

The thermal Hall effect (the Righi-Leduc ef-
fect) is usually induced by the deflection of elec-
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Fig. 1. The crystal structure of Lu2V2O7 and themagnon Hall effect. (A) The V sublattice of Lu2V2O7, which is
composed of corner-sharing tetrahedra. (B) The direction of the Dzyaloshinskii-Moriya vector D

→
i j on each

bond of the tetrahedron. The Dzyaloshinskii-Moriya interaction D
→
i j ⋅ (S

→
i # S

→
j) acts between the i and j sites.

(C) The magnon Hall effect. A wave packet of magnon (a quantum of spin precession) moving from the hot
to the cold side is deflected by the Dzyaloshinskii-Moriya interaction playing the role of a vector potential.
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where the superscript ! denotes the single tetrahedron and D⃗ij = −D⃗ji. If the single-

magnon term δH!
DM ̸= 0, the ferromagnetic ground state we assumed is unstable. However,

one can confirm that
∑

j(̸=i)

D⃗ij = 0 (S16)

for any i using the DM vectors in Eqs. S13 and S14. Therefore, δH!
DM = 0 and hence the

ferromagnetic state is stable against the DM interaction. Note that our proof works only for

the ferromagnet and does not work for the antiferromagnet on the pyrochlore lattice.

Let us next derive the spin-wave Hamiltonian of our system. As noted in the main text,

the effective spin Hamiltonian is given by

Heff =
∑

⟨ij⟩

−JS⃗i · S⃗j + D⃗ij · (S⃗i × S⃗j)− gµBH⃗ ·
∑

i

S⃗i =
∑

⟨ij⟩

hij, (S17)

where ⟨ij⟩ denote the nearest neighbor pairs, and H⃗ = (Hx, Hy, Hz) the magnetic field. Here,

the local Hamiltonian hij is introduced for later convenience. It is convenient to introduce

(l̂, m̂, n̂) which form an orthonormal basis and n̂ = H⃗/H with H =
√

H2
x +H2

y +H2
z . In

this basis, the DM vector is written as

D⃗ij = (D⃗ij · n̂)n̂+ (D⃗ij · l̂)l̂ + (D⃗ij · m̂)m̂. (S18)

Note that the component of the DM vector perpendicular to n̂ does not contribute to the

spin-wave Hamiltonian up to quadratic order in δS⃗. This is because the fluctuation of the

spin (δS⃗i) is perpendicular to ⟨S⃗⟩ and hence δS⃗i × δS⃗j must be parallel to ⟨S⃗⟩ which is

parallel to n̂. Therefore, in what follows, we shall only retain Dn
ij = D⃗ij · n̂. In other words,

in Eq. S17, we can replace DM vectors as

D⃗13 → D√
2
· −Hx +Hy

H
n̂, D⃗24 →

D√
2
· −Hx −Hy

H
n̂, D⃗43 →

D√
2
· −Hy +Hz

H
n̂,(S19)

D⃗12 → D√
2
· −Hy −Hz

H
n̂, D⃗14 →

D√
2
· Hx +Hz

H
n̂, D⃗23 →

D√
2
· Hx −Hz

H
n̂. (S20)

We now take the direction of magnetic field as a quantization axis of spins. Then, the local

Hamiltonian for the bond ⟨ij⟩ is written as

hij = −JS⃗i · S⃗j +Dn
ij(S

l
iS

m
j − Sl

iS
m
j )− H

6
(Sn

i + Sn
j )

= −J

2
(S+

i S
−
j + S−

i S
+
j )− JSn

i S
n
j + i

Dn
ij

2
(S+

i S
−
j − S−

i S
+
j )−

H

6
(Sn

i + Sn
j )

= −Jij
2
(e−iφijS+

i S
−
j + eiφijS−

i S
+
j )− JSn

i S
n
j − H

6
(Sn

i + Sn
j ), (S21)
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7where Jij =
√

J2 + (Dn
ij)

2 and tanφij = Dn
ij/J . Here, we have introduced the notation

Sµ
i = S⃗i · µ̂ (µ = l̂, m̂, n̂) and S±

i ≡ Sl
i ± iSm

i . We now apply the Holstein-Primakoff

transformation:

Sn
i = S − b†ibi, S+

i = (2S − b†ibi)
1/2 bi, S−

i = b†i (2S − b†ibi)
1/2, (S22)

and obtain

hij ∼ −JijS(e
−iφijb†ibj + eiφijb†jbi) +

(
JS +

H

6

)
(b†ibi + b†jbj). (S23)

Note that S = 1/2 in Lu2V2O7. The Hamiltonian in momentum space can be obtained by

substituting the Fourier transform of the boson operator:

bR⃗+δ⃗m
=

1

N
∑

k⃗

e−ik⃗·(R⃗+δ⃗m)bm(k⃗), (S24)

where N is the total number of unit cells, R⃗ denotes the position of the “1 site” in each unit

cell, and m = 1, 2, 3, and 4 are the sublattice indices. The vectors δ⃗m’s are explicitly given

by

δ⃗1 = 0⃗, δ⃗2 = ŷ − ẑ, δ⃗3 = x̂+ ŷ, δ⃗4 = x̂− ẑ. (S25)

Note that the length of the side of the cube in Fig. S3, A = a/4 = 2.49 Å, is taken as a unit

length, where a = 9.94 Å is the lattice constant. Using the Fourier transform in Eq. S24,

the spin-wave Hamiltonian in momentum space is written as

Ψ†(k⃗)HSW(k⃗)Ψ(k⃗) (S26)

with Ψ(k⃗) = (b1(k⃗), b2(k⃗), b3(k⃗), b4(k⃗))T, and HSW(k⃗) = 6JS+gµBH−2JSΛ(k⃗, {φij}), where

Λ(k⃗, {φij}) =

⎛

⎜⎜⎜⎜⎜⎝

0 e−iφ12 cos(ky−kz)
cos(φ12)

e−iφ13 cos(kx+ky)
cos(φ13)

e−iφ14 cos(kz−kx)
cos(φ14)

0 e−iφ23 cos(kx+kz)
cos(φ23)

e−iφ24 cos(kx−ky)
cos(φ24)

0 eiφ43 cos(ky+kz)
cos(φ43)

0

⎞

⎟⎟⎟⎟⎟⎠
, (S27)

where kα = k⃗ · α̂ (α = x, y, z). The lower triangle of the matrix is understood to be filled so

that the matrix is hermitian. The phase factors φ12, ..., φ43 are not independent. Equations

S19 and S20 yield the following relations between {φij}:

φ14 = −φ13 − φ12, φ23 = φ12 − φ24, φ43 = φ24 − φ13 − φ12. (S28)
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tronic heat current by themagnetic field inmetallic
materials. Because the heat current in the present
material is carried only by phonons and magnons
and not by charge-carriers, any observed thermal
Hall conductivity would provide evidence for the
Hall effect of phonons and/or magnons. Our mea-
surements of the thermal Hall conductivity are
presented in Fig. 3. Below TC = 70 K, the signal is
well resolved, whereas it is quite small above 80K.
The magnitude of the thermal Hall conductivity
has a maximum at around 50 K. Similar to the
magnetization, the thermal Hall conductivity steep-
ly increases and saturates in the low–magnetic field
region. Thus, what is presently observed in the heat
transport is not the normal Hall effect proportional
to the magnetic field strength but the anomalous
(spontaneous) Hall effect affected by the spontane-
ous magnetization. However, the thermal Hall con-
ductivity gradually decreases with magnetic field
after saturation in the low-temperature region; this
can be explained by the magnon gap induced by
the magnetic field as discussed below. Figure 4A
shows the temperature dependence of the sponta-
neous thermal Hall conductivity (the thermal Hall

conductivity just above the saturation field) for
magnetic field || [100], [110], and [111]; it is inde-
pendent of the field direction within the error bars.

The thermal Hall effect caused by phonons
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Fig. 2. Magnetic, electric,
and thermal properties of
Lu2V2O7. (A) Temperature
dependence of magneti-
zation at the magnetic
field H = 0.1T along the
[100] direction. (B)Magne-
tization curves at T = 5 K
for H || [100], H || [110],
andH || [111]. (C) Temper-
ature variation of resis-
tivity r. (D) Temperature
variation of longitudinal
thermal conductivity kxx.
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If the DM interaction is absent, i.e., φij = 0, the eigenvalues of HSW(k⃗) can be analytically

obtained. The magnon dispersion consists of two degenerate flat bands at ω = 8JS +

gµBH and two dispersive bands ω(k⃗) = 6JS + gµBH − 2JS(1 ±
√
1 + A(k⃗)) with A(k⃗) =

cos(2kx) cos(2ky) + cos(2ky) cos(2kz) + cos(2kz) cos(2kx) (S5). Therefore, the lowest band of

magnon is given by ω1(k⃗) = 6JS + gµBH − 2JS(1 +
√
1 + A(k⃗)). One can expand ω1(k⃗)

around k⃗ = 0⃗ (Γ point) and obtain a quadratic dispersion as

ω1(k⃗) ∼ 2JS |⃗k|2 + gµBH. (S29)

3.3 Calculation of the thermal Hall conductivity κxy

In this subsection, we present a detailed derivation of the thermal Hall conductivity κxy. We

start from a TKNN-type formula of καβ (α, β = x, y, z) for non-interacting bosons, which

was derived in (S6):

καβ = − 1

2T
Im

4∑

m=1

∫

BZ

d3k

(2π)3
nB[ωm(k⃗)]

〈
∂um(k⃗)

∂kα

∣∣∣∣∣[HSW(k⃗) + ωm(k⃗)]
2

∣∣∣∣∣
∂um(k⃗)

∂kβ

〉
, (S30)

where the integral is taken over the Brillouin zone (BZ) and nB(ω) = 1/(eβω − 1) is the

Bose distribution function with inverse temperature β = 1/T . Here, m denotes the band

index and |um(k⃗)⟩ is the m-th eigenvector of HSW(k⃗) (the Bloch wavefunction). In the low

temperature region, the contribution from the lowest band (m = 1) dominates in RHS of

Eq. S30. Therefore, we approximate Eq. S30 as

καβ ∼ − 1

2T
Im

∫

BZ

d3k

(2π)3
nB[ω1(k⃗)]

〈
∂u1(k⃗)

∂kα

∣∣∣∣∣[HSW(k⃗) + ω1(k⃗)]
2

∣∣∣∣∣
∂u1(k⃗)

∂kβ

〉
. (S31)

Inserting the resolution of the identity at each k⃗, i.e., 1 =
∑4

m=1 |um(k⃗)⟩⟨um(k⃗)|, we can

rewrite the RHS of the above expression as

1

2T

4∑

m=2

∫

BZ

d3k

(2π)3
nB[ω1(k⃗)][ω1(k⃗) + ωm(k⃗)]

2 Im

[〈
∂u1(k⃗)

∂kα

∣∣∣∣∣um(k⃗)

〉〈
um(k⃗)

∣∣∣∣∣
∂u1(k⃗)

∂kβ

〉]
.

(S32)

Note that we have omittedm = 1 from the summation since ⟨∂kαu1(k⃗)|u1(k⃗)⟩⟨u1(k⃗)|∂kβu1(k⃗)⟩
is real. This is due to the fact that |um(k⃗)⟩ is normalized. In the low temperature limit, the

dominant contribution comes from small |⃗k| (around the Γ point) due to the Bose factor.

Therefore, one can replace ω1(k⃗) + ωm(k⃗) with ω1(⃗0) + ωm(⃗0) = 8JS +2gµBH (m = 2, 3, 4).

9

Transports of magnon quasiparticles

1. transport is from thermally activated magnons 
2. Thermal Hall is from magnon Berry curvature 
3. kxy/T ->0 as T ->0 due to the magnon gap in many cases.

The semiclassical language is effective Lorentz force.
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The nature of the pseudogap phase of the copper oxides (‘cuprates’) 
remains a puzzle. Although there are indications that this phase 
breaks various symmetries, there is no consensus on its fundamental 
nature1. Fermi-surface, transport and thermodynamic signatures 
of the pseudogap phase are reminiscent of a transition into a phase 
with antiferromagnetic order, but evidence for an associated long-
range magnetic order is still lacking2. Here we report measurements 
of the thermal Hall conductivity (in the x–y plane, κxy) in the 
normal state of four different cuprates—La1.6−xNd0.4SrxCuO4, 
La1.8−xEu0.2SrxCuO4, La2−xSrxCuO4 and Bi2Sr2−xLaxCuO6+δ. We 
show that a large negative κxy signal is a property of the pseudogap 
phase, appearing at its critical hole doping, p*. It is also a property 
of the Mott insulator at p ≈ 0, where κxy has the largest reported 
magnitude of any insulator so far3. Because this negative κxy signal 
grows as the system becomes increasingly insulating electrically, it 
cannot be attributed to conventional mobile charge carriers. Nor is 
it due to magnons, because it exists in the absence of magnetic order. 
Our observation is reminiscent of the thermal Hall conductivity of 
insulators with spin-liquid states4–6, pointing to neutral excitations 
with spin chirality7 in the pseudogap phase of cuprates.

Among the different families of unconventional superconductors, 
magnetism and superconductivity are often closely associated8. A nota-
ble exception is the family of hole-doped cuprates, where superconduc-
tivity mostly coexists instead with the pseudogap phase, which is an 
enigmatic state of matter whose nature remains unclear1. The critical 
doping p* (for the onset of the pseudogap phase) bears the hallmarks 
of an antiferromagnetic quantum critical point2, with a sharp drop in 
the carrier density n from n ≈ 1 + p above p* to n ≈ p below p*, a 
resistivity linear with temperature T, and a specific heat with a log(1/T) 
dependence. Yet, there is no evidence for long-range magnetic order 
appearing at p*. However, numerical solutions of the Hubbard model 
have shown that a pseudogap phase can arise from short-range antifer-
romagnetic correlations9. It has been argued that an exotic state with 
topological order can account for such a pseudogap and for the drop 
in carrier density without breaking translational symmetry10, but the 
low-energy excitations of such a state have yet to be detected.

In recent years, the thermal Hall effect has emerged as a powerful 
probe of magnetic texture and topological excitations in insulators.  
On the theory side, a non-zero thermal Hall conductivity κxy was 
shown to arise even without long-range magnetic order, either from the 
spin chirality of a paramagnetic state7 or from fractionalized (topolog-
ical) excitations in a spin liquid11. On the experimental side, a sizeable 
κxy has been measured in insulators without magnetic order, such as 
the spin-ice system Tb2Ti2O7 (ref. 12) and the spin-liquid systems RuCl3 
(ref. 4), volborthite5 and Ca kapellasite6.

In cuprates, studies of κxy have so far been limited to the super-
conducting state13–15, except for the case of YBa2Cu3Oy (YBCO) at 
p = 0.11, where κxy was measured in the field-induced normal state16, 

which has charge-density-wave order2. See Methods for a discussion 
of this particular case.

Here, we investigate the thermal Hall response of the pseu-
dogap phase via measurements of κxy in four different cuprate 
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Fig. 1 | Phase diagram and thermal Hall conductivity of cuprates.  
a, Temperature–doping phase diagram of Nd-LSCO, Eu-LSCO and LSCO, 
showing the antiferromagnetic phase below the Néel temperature TN and 
the pseudogap phase below T* (ref. 29), which ends at the critical doping 
p* = 0.23 for both Nd-LSCO (ref. 17) and Eu-LSCO (ref. 30). For LSCO, 
p* ≈ 0.18 (ref. 29). Short-range incommensurate spin order occurs below 
Tm, as measured by µSR on Nd-LSCO (squares21), Eu-LSCO (circles31) and 
LSCO (triangles32). The coloured vertical strips indicate the temperature 
range where the thermal Hall conductivity κxy/T at the corresponding 
doping decreases towards negative values at low temperature (see b).  
b, Thermal Hall conductivity κxy/T versus temperature in a field H = 15 T, 
for four materials and dopings as indicated, colour-coded with the vertical 
strips in a. On the right vertical axis, the magnitude of κxy/T is expressed 
in fundamental units of thermal conductance per plane (kB

2/ħ).
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doping p* (for the onset of the pseudogap phase) bears the hallmarks 
of an antiferromagnetic quantum critical point2, with a sharp drop in 
the carrier density n from n ≈ 1 + p above p* to n ≈ p below p*, a 
resistivity linear with temperature T, and a specific heat with a log(1/T) 
dependence. Yet, there is no evidence for long-range magnetic order 
appearing at p*. However, numerical solutions of the Hubbard model 
have shown that a pseudogap phase can arise from short-range antifer-
romagnetic correlations9. It has been argued that an exotic state with 
topological order can account for such a pseudogap and for the drop 
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Fig. 1 | Phase diagram and thermal Hall conductivity of cuprates.  
a, Temperature–doping phase diagram of Nd-LSCO, Eu-LSCO and LSCO, 
showing the antiferromagnetic phase below the Néel temperature TN and 
the pseudogap phase below T* (ref. 29), which ends at the critical doping 
p* = 0.23 for both Nd-LSCO (ref. 17) and Eu-LSCO (ref. 30). For LSCO, 
p* ≈ 0.18 (ref. 29). Short-range incommensurate spin order occurs below 
Tm, as measured by µSR on Nd-LSCO (squares21), Eu-LSCO (circles31) and 
LSCO (triangles32). The coloured vertical strips indicate the temperature 
range where the thermal Hall conductivity κxy/T at the corresponding 
doping decreases towards negative values at low temperature (see b).  
b, Thermal Hall conductivity κxy/T versus temperature in a field H = 15 T, 
for four materials and dopings as indicated, colour-coded with the vertical 
strips in a. On the right vertical axis, the magnitude of κxy/T is expressed 
in fundamental units of thermal conductance per plane (kB

2/ħ).
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Giant thermal Hall conductivity in the pseudogap 
phase of cuprate superconductors
G. Grissonnanche1*, A. Legros1,2, S. Badoux1, E. Lefrançois1, V. Zatko1, M. Lizaire1, F. Laliberté1, A. Gourgout1, J.-S. Zhou3,  
S. Pyon4,5, T. Takayama4,6, H. Takagi4,6,7,8, S. Ono9, N. Doiron-Leyraud1 & L. Taillefer1,10*

The nature of the pseudogap phase of the copper oxides (‘cuprates’) 
remains a puzzle. Although there are indications that this phase 
breaks various symmetries, there is no consensus on its fundamental 
nature1. Fermi-surface, transport and thermodynamic signatures 
of the pseudogap phase are reminiscent of a transition into a phase 
with antiferromagnetic order, but evidence for an associated long-
range magnetic order is still lacking2. Here we report measurements 
of the thermal Hall conductivity (in the x–y plane, κxy) in the 
normal state of four different cuprates—La1.6−xNd0.4SrxCuO4, 
La1.8−xEu0.2SrxCuO4, La2−xSrxCuO4 and Bi2Sr2−xLaxCuO6+δ. We 
show that a large negative κxy signal is a property of the pseudogap 
phase, appearing at its critical hole doping, p*. It is also a property 
of the Mott insulator at p ≈ 0, where κxy has the largest reported 
magnitude of any insulator so far3. Because this negative κxy signal 
grows as the system becomes increasingly insulating electrically, it 
cannot be attributed to conventional mobile charge carriers. Nor is 
it due to magnons, because it exists in the absence of magnetic order. 
Our observation is reminiscent of the thermal Hall conductivity of 
insulators with spin-liquid states4–6, pointing to neutral excitations 
with spin chirality7 in the pseudogap phase of cuprates.

Among the different families of unconventional superconductors, 
magnetism and superconductivity are often closely associated8. A nota-
ble exception is the family of hole-doped cuprates, where superconduc-
tivity mostly coexists instead with the pseudogap phase, which is an 
enigmatic state of matter whose nature remains unclear1. The critical 
doping p* (for the onset of the pseudogap phase) bears the hallmarks 
of an antiferromagnetic quantum critical point2, with a sharp drop in 
the carrier density n from n ≈ 1 + p above p* to n ≈ p below p*, a 
resistivity linear with temperature T, and a specific heat with a log(1/T) 
dependence. Yet, there is no evidence for long-range magnetic order 
appearing at p*. However, numerical solutions of the Hubbard model 
have shown that a pseudogap phase can arise from short-range antifer-
romagnetic correlations9. It has been argued that an exotic state with 
topological order can account for such a pseudogap and for the drop 
in carrier density without breaking translational symmetry10, but the 
low-energy excitations of such a state have yet to be detected.

In recent years, the thermal Hall effect has emerged as a powerful 
probe of magnetic texture and topological excitations in insulators.  
On the theory side, a non-zero thermal Hall conductivity κxy was 
shown to arise even without long-range magnetic order, either from the 
spin chirality of a paramagnetic state7 or from fractionalized (topolog-
ical) excitations in a spin liquid11. On the experimental side, a sizeable 
κxy has been measured in insulators without magnetic order, such as 
the spin-ice system Tb2Ti2O7 (ref. 12) and the spin-liquid systems RuCl3 
(ref. 4), volborthite5 and Ca kapellasite6.

In cuprates, studies of κxy have so far been limited to the super-
conducting state13–15, except for the case of YBa2Cu3Oy (YBCO) at 
p = 0.11, where κxy was measured in the field-induced normal state16, 

which has charge-density-wave order2. See Methods for a discussion 
of this particular case.

Here, we investigate the thermal Hall response of the pseu-
dogap phase via measurements of κxy in four different cuprate 
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Fig. 1 | Phase diagram and thermal Hall conductivity of cuprates.  
a, Temperature–doping phase diagram of Nd-LSCO, Eu-LSCO and LSCO, 
showing the antiferromagnetic phase below the Néel temperature TN and 
the pseudogap phase below T* (ref. 29), which ends at the critical doping 
p* = 0.23 for both Nd-LSCO (ref. 17) and Eu-LSCO (ref. 30). For LSCO, 
p* ≈ 0.18 (ref. 29). Short-range incommensurate spin order occurs below 
Tm, as measured by µSR on Nd-LSCO (squares21), Eu-LSCO (circles31) and 
LSCO (triangles32). The coloured vertical strips indicate the temperature 
range where the thermal Hall conductivity κxy/T at the corresponding 
doping decreases towards negative values at low temperature (see b).  
b, Thermal Hall conductivity κxy/T versus temperature in a field H = 15 T, 
for four materials and dopings as indicated, colour-coded with the vertical 
strips in a. On the right vertical axis, the magnitude of κxy/T is expressed 
in fundamental units of thermal conductance per plane (kB

2/ħ).
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materials—La1.6−xNd0.4SrxCuO4 (Nd-LSCO), La1.8−xEu0.2SrxCuO4 
(Eu-LSCO), La2−xSrxCuO4 (LSCO) and Bi2Sr2−xLaxCuO6+δ (Bi2201)—
across a wide doping range, from the overdoped metal at p = 0.24 down 
to the Mott insulator at p ≈ 0 (Fig. 1a). The κxy data reported here are all 
in the normal state, with superconductivity suppressed by application 
of a magnetic field normal to the CuO2 planes.

In Nd-LSCO and Eu-LSCO, the critical doping17 is at p* = 0.23 
(Fig. 1a). In Fig. 2a, we plot κxy/T versus T for Nd-LSCO at p = 0.24. 
We find that κxy is positive and that κxy/T increases monotonically 
with decreasing T, tracking closely the electrical Hall conductivity σxy 
measured on the same sample, satisfying the Wiedemann–Franz law as 
T → 0, namely κxy/T = L0σxy, where L0 = (π2/3)(kB/e)2 (here kB is the 
Boltzmann constant and e the electron charge). The large positive value 
of σxy is dictated by the large Fermi surface at p > p* and its positive 
Hall number nH ≈ 1 + p (ref. 17). Clearly, at p = 0.24, κxy is entirely due 
to the conventional Hall effect of mobile charge carriers.

We now turn to dopings immediately below the pseudogap critical 
point. In Fig. 2b, we plot κxy/T versus T for Nd-LSCO at p = 0.20. We 
see a qualitatively different behaviour, with κxy becoming negative at 
low T. As seen in Fig. 3a, this qualitative change occurs immediately 
below p*. In Eu-LSCO, the very same change occurs across p* (Fig. 3b), 
from positive κxy above p* (p = 0.24) to negative κxy (at low T) below 
p* (p = 0.21), with essentially identical data to Nd-LSCO at p = 0.24 
and p = 0.21. The negative κxy is therefore a property of the pseudogap 
phase.

We also measured κxy in Bi2201 (a cuprate with a different crystal 
structure to that of Nd-LSCO and Eu-LSCO), using an overdoped sam-
ple of La content x = 0.2, with p slightly below p* (ref. 18). In Fig. 2d, 
we see that κxy(T) in Bi2201 displays a remarkably similar behaviour 
to that of Nd-LSCO and Eu-LSCO at p < p*. A negative thermal Hall 
conductivity κxy at low temperature is therefore a generic property of 
the pseudogap phase, independent of material. Note that the electrical 
Hall conductivity σxy measured on the same samples remains positive 
down to T → 0 (Fig. 2b, d).

We now move to much lower doping. In Fig. 1b, we see that κxy/T 
is still negative at low temperature in Eu-LSCO at p = 0.08 and in 
LSCO at p = 0.06, where in both cases σxy is positive and completely 
negligible (Fig. 2e, f), because the samples are almost electrically insu-
lating at low temperature. This shows that the negative κxy signal of the 
pseudogap phase is not due to the conventional Hall effect of mobile 
charge carriers.

Magnons can be excluded as the source of this negative κxy. In the 
phase diagram of Fig. 1a, we delineate in grey the regions where static 
magnetism is detected by muon spin resonance (µSR), whether as 
incommensurate correlations below an onset temperature Tm or as 
commensurate Néel order below the Néel temperature, TN. We see that 
in all three materials—Nd-LSCO at p = 0.20, Eu-LSCO at p = 0.08 
and LSCO at p = 0.06—the negative κxy signal is present well above 
Tm (Fig. 1), where there is no static magnetism. Moreover, the κxy(T) 
curve for La2CuO4 (Fig. 1b), that is, undoped LSCO with p ≈ 0, where 
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Fig. 2 | Thermal and electrical Hall conductivities of four cuprates. 
Data panels show thermal Hall conductivity κxy, plotted as κxy/T (red), 
and electrical Hall conductivity σxy, expressed as L0σxy (blue), where 
L0 = (π2/3)(kB/e)2, as a function of temperature: the material, its doping 
p and field H are indicated. a, b, Nd-LSCO; c, sketch of the thermal Hall 
measurement set-up (see Methods); d, Bi2201; e, Eu-LSCO; and f, LSCO. 

(For Nd-LSCO p = 0.20 (b), σxy was measured17 at H = 33 T.)  
In Nd-LSCO at p = 0.24, κxy/T and L0σxy are both positive at all temperatures 
and they track each other, satisfying the Wiedemann–Franz law in the T = 0 
limit. By contrast, for p < p* in all four materials, κxy/T falls to large and 
negative values at low temperature, whereas L0σxy remains positive.
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materials—La1.6−xNd0.4SrxCuO4 (Nd-LSCO), La1.8−xEu0.2SrxCuO4 
(Eu-LSCO), La2−xSrxCuO4 (LSCO) and Bi2Sr2−xLaxCuO6+δ (Bi2201)—
across a wide doping range, from the overdoped metal at p = 0.24 down 
to the Mott insulator at p ≈ 0 (Fig. 1a). The κxy data reported here are all 
in the normal state, with superconductivity suppressed by application 
of a magnetic field normal to the CuO2 planes.

In Nd-LSCO and Eu-LSCO, the critical doping17 is at p* = 0.23 
(Fig. 1a). In Fig. 2a, we plot κxy/T versus T for Nd-LSCO at p = 0.24. 
We find that κxy is positive and that κxy/T increases monotonically 
with decreasing T, tracking closely the electrical Hall conductivity σxy 
measured on the same sample, satisfying the Wiedemann–Franz law as 
T → 0, namely κxy/T = L0σxy, where L0 = (π2/3)(kB/e)2 (here kB is the 
Boltzmann constant and e the electron charge). The large positive value 
of σxy is dictated by the large Fermi surface at p > p* and its positive 
Hall number nH ≈ 1 + p (ref. 17). Clearly, at p = 0.24, κxy is entirely due 
to the conventional Hall effect of mobile charge carriers.

We now turn to dopings immediately below the pseudogap critical 
point. In Fig. 2b, we plot κxy/T versus T for Nd-LSCO at p = 0.20. We 
see a qualitatively different behaviour, with κxy becoming negative at 
low T. As seen in Fig. 3a, this qualitative change occurs immediately 
below p*. In Eu-LSCO, the very same change occurs across p* (Fig. 3b), 
from positive κxy above p* (p = 0.24) to negative κxy (at low T) below 
p* (p = 0.21), with essentially identical data to Nd-LSCO at p = 0.24 
and p = 0.21. The negative κxy is therefore a property of the pseudogap 
phase.

We also measured κxy in Bi2201 (a cuprate with a different crystal 
structure to that of Nd-LSCO and Eu-LSCO), using an overdoped sam-
ple of La content x = 0.2, with p slightly below p* (ref. 18). In Fig. 2d, 
we see that κxy(T) in Bi2201 displays a remarkably similar behaviour 
to that of Nd-LSCO and Eu-LSCO at p < p*. A negative thermal Hall 
conductivity κxy at low temperature is therefore a generic property of 
the pseudogap phase, independent of material. Note that the electrical 
Hall conductivity σxy measured on the same samples remains positive 
down to T → 0 (Fig. 2b, d).

We now move to much lower doping. In Fig. 1b, we see that κxy/T 
is still negative at low temperature in Eu-LSCO at p = 0.08 and in 
LSCO at p = 0.06, where in both cases σxy is positive and completely 
negligible (Fig. 2e, f), because the samples are almost electrically insu-
lating at low temperature. This shows that the negative κxy signal of the 
pseudogap phase is not due to the conventional Hall effect of mobile 
charge carriers.

Magnons can be excluded as the source of this negative κxy. In the 
phase diagram of Fig. 1a, we delineate in grey the regions where static 
magnetism is detected by muon spin resonance (µSR), whether as 
incommensurate correlations below an onset temperature Tm or as 
commensurate Néel order below the Néel temperature, TN. We see that 
in all three materials—Nd-LSCO at p = 0.20, Eu-LSCO at p = 0.08 
and LSCO at p = 0.06—the negative κxy signal is present well above 
Tm (Fig. 1), where there is no static magnetism. Moreover, the κxy(T) 
curve for La2CuO4 (Fig. 1b), that is, undoped LSCO with p ≈ 0, where 
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Fig. 2 | Thermal and electrical Hall conductivities of four cuprates. 
Data panels show thermal Hall conductivity κxy, plotted as κxy/T (red), 
and electrical Hall conductivity σxy, expressed as L0σxy (blue), where 
L0 = (π2/3)(kB/e)2, as a function of temperature: the material, its doping 
p and field H are indicated. a, b, Nd-LSCO; c, sketch of the thermal Hall 
measurement set-up (see Methods); d, Bi2201; e, Eu-LSCO; and f, LSCO. 

(For Nd-LSCO p = 0.20 (b), σxy was measured17 at H = 33 T.)  
In Nd-LSCO at p = 0.24, κxy/T and L0σxy are both positive at all temperatures 
and they track each other, satisfying the Wiedemann–Franz law in the T = 0 
limit. By contrast, for p < p* in all four materials, κxy/T falls to large and 
negative values at low temperature, whereas L0σxy remains positive.
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materials—La1.6−xNd0.4SrxCuO4 (Nd-LSCO), La1.8−xEu0.2SrxCuO4 
(Eu-LSCO), La2−xSrxCuO4 (LSCO) and Bi2Sr2−xLaxCuO6+δ (Bi2201)—
across a wide doping range, from the overdoped metal at p = 0.24 down 
to the Mott insulator at p ≈ 0 (Fig. 1a). The κxy data reported here are all 
in the normal state, with superconductivity suppressed by application 
of a magnetic field normal to the CuO2 planes.

In Nd-LSCO and Eu-LSCO, the critical doping17 is at p* = 0.23 
(Fig. 1a). In Fig. 2a, we plot κxy/T versus T for Nd-LSCO at p = 0.24. 
We find that κxy is positive and that κxy/T increases monotonically 
with decreasing T, tracking closely the electrical Hall conductivity σxy 
measured on the same sample, satisfying the Wiedemann–Franz law as 
T → 0, namely κxy/T = L0σxy, where L0 = (π2/3)(kB/e)2 (here kB is the 
Boltzmann constant and e the electron charge). The large positive value 
of σxy is dictated by the large Fermi surface at p > p* and its positive 
Hall number nH ≈ 1 + p (ref. 17). Clearly, at p = 0.24, κxy is entirely due 
to the conventional Hall effect of mobile charge carriers.

We now turn to dopings immediately below the pseudogap critical 
point. In Fig. 2b, we plot κxy/T versus T for Nd-LSCO at p = 0.20. We 
see a qualitatively different behaviour, with κxy becoming negative at 
low T. As seen in Fig. 3a, this qualitative change occurs immediately 
below p*. In Eu-LSCO, the very same change occurs across p* (Fig. 3b), 
from positive κxy above p* (p = 0.24) to negative κxy (at low T) below 
p* (p = 0.21), with essentially identical data to Nd-LSCO at p = 0.24 
and p = 0.21. The negative κxy is therefore a property of the pseudogap 
phase.

We also measured κxy in Bi2201 (a cuprate with a different crystal 
structure to that of Nd-LSCO and Eu-LSCO), using an overdoped sam-
ple of La content x = 0.2, with p slightly below p* (ref. 18). In Fig. 2d, 
we see that κxy(T) in Bi2201 displays a remarkably similar behaviour 
to that of Nd-LSCO and Eu-LSCO at p < p*. A negative thermal Hall 
conductivity κxy at low temperature is therefore a generic property of 
the pseudogap phase, independent of material. Note that the electrical 
Hall conductivity σxy measured on the same samples remains positive 
down to T → 0 (Fig. 2b, d).

We now move to much lower doping. In Fig. 1b, we see that κxy/T 
is still negative at low temperature in Eu-LSCO at p = 0.08 and in 
LSCO at p = 0.06, where in both cases σxy is positive and completely 
negligible (Fig. 2e, f), because the samples are almost electrically insu-
lating at low temperature. This shows that the negative κxy signal of the 
pseudogap phase is not due to the conventional Hall effect of mobile 
charge carriers.

Magnons can be excluded as the source of this negative κxy. In the 
phase diagram of Fig. 1a, we delineate in grey the regions where static 
magnetism is detected by muon spin resonance (µSR), whether as 
incommensurate correlations below an onset temperature Tm or as 
commensurate Néel order below the Néel temperature, TN. We see that 
in all three materials—Nd-LSCO at p = 0.20, Eu-LSCO at p = 0.08 
and LSCO at p = 0.06—the negative κxy signal is present well above 
Tm (Fig. 1), where there is no static magnetism. Moreover, the κxy(T) 
curve for La2CuO4 (Fig. 1b), that is, undoped LSCO with p ≈ 0, where 
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Fig. 2 | Thermal and electrical Hall conductivities of four cuprates. 
Data panels show thermal Hall conductivity κxy, plotted as κxy/T (red), 
and electrical Hall conductivity σxy, expressed as L0σxy (blue), where 
L0 = (π2/3)(kB/e)2, as a function of temperature: the material, its doping 
p and field H are indicated. a, b, Nd-LSCO; c, sketch of the thermal Hall 
measurement set-up (see Methods); d, Bi2201; e, Eu-LSCO; and f, LSCO. 

(For Nd-LSCO p = 0.20 (b), σxy was measured17 at H = 33 T.)  
In Nd-LSCO at p = 0.24, κxy/T and L0σxy are both positive at all temperatures 
and they track each other, satisfying the Wiedemann–Franz law in the T = 0 
limit. By contrast, for p < p* in all four materials, κxy/T falls to large and 
negative values at low temperature, whereas L0σxy remains positive.
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there is long-range antiferromagnetic order below approximately 300 K 
(Fig. 1a), is very similar to the curve for LSCO at p = 0.06 (Fig. 1b), 
where there is no magnetic order above T ≈ 5 K (Fig. 1a). (See Methods 
for further discussion of magnons.) We conclude that magnetic order is 
not responsible for the negative κxy signal seen in cuprates at all dopings 
below p*, and magnons are ruled out as the relevant excitations.

Phonons can generate a non-zero κxy signal if they are subject to scat-
tering by spins19,20. Spin scattering will also show up in the longitudinal 

thermal conductivity κxx, which is dominated by phonons, in two ways: 
(1) it reduces the magnitude of κxx relative to a non-magnetic analogue 
material; and (2) it produces a field dependence of κxx.

In relation to (1), we note that κxx in Nd-LSCO does not decrease 
below p*; on the contrary, it increases (Extended Data Fig. 3), most 
probably because electron–phonon scattering decreases as the charge 
carrier density drops. So the large negative κxy signal that appears below 
p* is not accompanied by a reduction of κxx that would signal the onset 
of spin scattering. One could invoke a scenario where the decrease 
in electron–phonon scattering overcompensates the effect of the spin  
scattering, but the latter would still have to be small, which is hard to 
reconcile with the enormous κxy signal. Moreover, there is no evidence 
that the spin state of Nd-LSCO changes across p*. On the contrary, 
static moments present at p = 0.12 cease to be detected (by µSR) at 
p = 0.20 (ref. 21), so that p = 0.20 and p = 0.24 are equally non-mag-
netic from the µSR point of view. In other words, magnetic moments 
that could scatter phonons are not substantially different above and 
below p*.

In relation to (2), the strength of the field (H) dependence of κxx is 
measured by the ratio [κxx(H) − κxx(0)]/κxx(0). In Fig. 4a, we com-
pare cuprates to various insulators with sizeable κxy signals. We see 
that the field dependence of κxx in LSCO p = 0.06, Eu-LSCO p = 0.08 
and La2CuO4 is much smaller than in other materials, including 
Ba3CuSb2O9 (ref. 20) for example, a material where spin–phonon  
scattering generates the κxy signal. Although this could in part be due 
to a larger relevant field scale in cuprates, we are nonetheless left with 
little evidence of strong spin–phonon scattering in cuprates.

Given that the usual two indicators of a phonon-driven κxy are not 
clearly observed in our data, we conclude that phonons are unlikely to 
be responsible for the large negative κxy signal of cuprates that appears 
suddenly below p*. (See Methods for further discussion.)

The κxy signal in the Mott insulator La2CuO4 is the largest seen so 
far in any insulator. Only multiferroic materials such as ferrimag-
netic (Fe,Zn)2Mo3O8 have comparable κxy values3 (Fig. 4b), thanks 
to their exceptionally strong lattice–spin coupling—a measure of 
which is the strong field dependence of κxx, about 100 times larger in 
(Fe,Zn)2Mo3O8 than in the cuprates (Fig. 4a).

The large negative κxy reported here for cuprates is not due to the 
standard Hall effect of charge carriers, it is not caused by magnons and 
there is no clear evidence that it comes from phonons. Its occurrence is 
all the more surprising given the ‘no-go theorem’ that should strongly 
limit its magnitude on a square lattice22. Identifying the excitations 
responsible for the negative κxy signal will shed new light on the nature 
of the pseudogap phase. It is instructive to compare cuprates with insu-
lators that are believed to host spin-liquid states. The largest κxy signal 
so far in such materials was detected in RuCl3 (Fig. 4b). In this 2D 
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Fig. 3 | Thermal Hall conductivity across the pseudogap critical point 
p*. Shown is thermal Hall conductivity κxy/T for Nd-LSCO in H = 18 T 
(a) and Eu-LSCO in H = 15 T (b), at dopings as indicated, on both sides 
of the pseudogap critical point p* = 0.23. In both materials, κxy becomes 
negative at low temperature when p < p*.

Table 1 | Thermal Hall conductivity in various insulators
Material κxy (mW K−1 m−1) κxx (W K−1 m−1) |∆κxx| (W K−1 m−1) |∆κxx/κxx| T (K) H (T) Reference

La2CuO4 −38.6 12.4 ~0.06 ~0.005 20 15 This work

LSCO −30.0 5.1 ~0.02 ~0.004 15 15 This work

Eu-LSCO −13.2 4.5 ~0.015 ~0.003 15 15 This work

Lu2V2O7 1.0 0.75 ND ND 50 9 28

Fe2Mo3O8 24 9 5 0.55 45 14 3

(Fe,Zn)2Mo3O8 24 10 3.2 0.32 30 9 3

Tb2Ti2O7 1.2 0.37 0.12 0.32 15.5 8 12

RuCl3 8 15.5 0.62 0.04 20 15 4

RuCl3 3.5 8 0.45 0.055 35 16 23

Ca kapellasite 1.1 0.2 ND ND 16 15 6

Ba3CuSb2O9 0.008 0.07 0.0035 0.05 5 15 20

Maximal value of the thermal Hall conductivity κxy (second column) in various insulators (first column), compared to our three cuprates (the first three entries, namely, La2CuO4, LSCO p = 0.06 and 
Eu-LSCO p = 0.08), measured at temperature T and field H as indicated (columns 6 and 7 respectively): the ferromagnet Lu2V2O7 (ref. 28); the multiferroic ferrimagnets Fe2Mo3O8 and (Fe0.875Zn0.125)2 
Mo3O8 (ref. 3); the spin-ice material Tb2Ti2O7 (ref. 12); and the spin-liquid candidates RuCl3 (refs 4,23), Ca kapellasite6 and Ba3CuSb2O9 (ref. 20). We also list the thermal conductivity κxx measured at 
the same temperature, in zero field (third column). The change induced in κxx by the field, ∆κxx = κxx(H) − κxx(0), is given in absolute and relative terms (fourth and fifth column, respectively). ND, not 
determined.
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Extended Data Fig. 4 | Magnetic field dependence of κxy in LSCO.  
a, Field dependence of the thermal Hall conductivity of LSCO at p = 0.06, 
plotted as κxy versus H at various temperatures, as indicated (data points). 

The dependence of κxy on H is linear at high T and it becomes sublinear at 
lower T. b, Deviation from linearity displayed by plotting κxy/(TH) versus 
T at four different fields H, as indicated (data points).
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T at four different fields H, as indicated (data points).
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there is long-range antiferromagnetic order below approximately 300 K 
(Fig. 1a), is very similar to the curve for LSCO at p = 0.06 (Fig. 1b), 
where there is no magnetic order above T ≈ 5 K (Fig. 1a). (See Methods 
for further discussion of magnons.) We conclude that magnetic order is 
not responsible for the negative κxy signal seen in cuprates at all dopings 
below p*, and magnons are ruled out as the relevant excitations.

Phonons can generate a non-zero κxy signal if they are subject to scat-
tering by spins19,20. Spin scattering will also show up in the longitudinal 

thermal conductivity κxx, which is dominated by phonons, in two ways: 
(1) it reduces the magnitude of κxx relative to a non-magnetic analogue 
material; and (2) it produces a field dependence of κxx.

In relation to (1), we note that κxx in Nd-LSCO does not decrease 
below p*; on the contrary, it increases (Extended Data Fig. 3), most 
probably because electron–phonon scattering decreases as the charge 
carrier density drops. So the large negative κxy signal that appears below 
p* is not accompanied by a reduction of κxx that would signal the onset 
of spin scattering. One could invoke a scenario where the decrease 
in electron–phonon scattering overcompensates the effect of the spin  
scattering, but the latter would still have to be small, which is hard to 
reconcile with the enormous κxy signal. Moreover, there is no evidence 
that the spin state of Nd-LSCO changes across p*. On the contrary, 
static moments present at p = 0.12 cease to be detected (by µSR) at 
p = 0.20 (ref. 21), so that p = 0.20 and p = 0.24 are equally non-mag-
netic from the µSR point of view. In other words, magnetic moments 
that could scatter phonons are not substantially different above and 
below p*.

In relation to (2), the strength of the field (H) dependence of κxx is 
measured by the ratio [κxx(H) − κxx(0)]/κxx(0). In Fig. 4a, we com-
pare cuprates to various insulators with sizeable κxy signals. We see 
that the field dependence of κxx in LSCO p = 0.06, Eu-LSCO p = 0.08 
and La2CuO4 is much smaller than in other materials, including 
Ba3CuSb2O9 (ref. 20) for example, a material where spin–phonon  
scattering generates the κxy signal. Although this could in part be due 
to a larger relevant field scale in cuprates, we are nonetheless left with 
little evidence of strong spin–phonon scattering in cuprates.

Given that the usual two indicators of a phonon-driven κxy are not 
clearly observed in our data, we conclude that phonons are unlikely to 
be responsible for the large negative κxy signal of cuprates that appears 
suddenly below p*. (See Methods for further discussion.)

The κxy signal in the Mott insulator La2CuO4 is the largest seen so 
far in any insulator. Only multiferroic materials such as ferrimag-
netic (Fe,Zn)2Mo3O8 have comparable κxy values3 (Fig. 4b), thanks 
to their exceptionally strong lattice–spin coupling—a measure of 
which is the strong field dependence of κxx, about 100 times larger in 
(Fe,Zn)2Mo3O8 than in the cuprates (Fig. 4a).

The large negative κxy reported here for cuprates is not due to the 
standard Hall effect of charge carriers, it is not caused by magnons and 
there is no clear evidence that it comes from phonons. Its occurrence is 
all the more surprising given the ‘no-go theorem’ that should strongly 
limit its magnitude on a square lattice22. Identifying the excitations 
responsible for the negative κxy signal will shed new light on the nature 
of the pseudogap phase. It is instructive to compare cuprates with insu-
lators that are believed to host spin-liquid states. The largest κxy signal 
so far in such materials was detected in RuCl3 (Fig. 4b). In this 2D 
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Fig. 3 | Thermal Hall conductivity across the pseudogap critical point 
p*. Shown is thermal Hall conductivity κxy/T for Nd-LSCO in H = 18 T 
(a) and Eu-LSCO in H = 15 T (b), at dopings as indicated, on both sides 
of the pseudogap critical point p* = 0.23. In both materials, κxy becomes 
negative at low temperature when p < p*.

Table 1 | Thermal Hall conductivity in various insulators
Material κxy (mW K−1 m−1) κxx (W K−1 m−1) |∆κxx| (W K−1 m−1) |∆κxx/κxx| T (K) H (T) Reference

La2CuO4 −38.6 12.4 ~0.06 ~0.005 20 15 This work

LSCO −30.0 5.1 ~0.02 ~0.004 15 15 This work

Eu-LSCO −13.2 4.5 ~0.015 ~0.003 15 15 This work

Lu2V2O7 1.0 0.75 ND ND 50 9 28

Fe2Mo3O8 24 9 5 0.55 45 14 3

(Fe,Zn)2Mo3O8 24 10 3.2 0.32 30 9 3

Tb2Ti2O7 1.2 0.37 0.12 0.32 15.5 8 12

RuCl3 8 15.5 0.62 0.04 20 15 4

RuCl3 3.5 8 0.45 0.055 35 16 23

Ca kapellasite 1.1 0.2 ND ND 16 15 6

Ba3CuSb2O9 0.008 0.07 0.0035 0.05 5 15 20

Maximal value of the thermal Hall conductivity κxy (second column) in various insulators (first column), compared to our three cuprates (the first three entries, namely, La2CuO4, LSCO p = 0.06 and 
Eu-LSCO p = 0.08), measured at temperature T and field H as indicated (columns 6 and 7 respectively): the ferromagnet Lu2V2O7 (ref. 28); the multiferroic ferrimagnets Fe2Mo3O8 and (Fe0.875Zn0.125)2 
Mo3O8 (ref. 3); the spin-ice material Tb2Ti2O7 (ref. 12); and the spin-liquid candidates RuCl3 (refs 4,23), Ca kapellasite6 and Ba3CuSb2O9 (ref. 20). We also list the thermal conductivity κxx measured at 
the same temperature, in zero field (third column). The change induced in κxx by the field, ∆κxx = κxx(H) − κxx(0), is given in absolute and relative terms (fourth and fifth column, respectively). ND, not 
determined.
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What is really the “parent” Mott state of high-Tc SC ? 

What is inside the soup of excitations in the underdoped regime? 
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where �
ij

=
P

�

hf†
i�

f
j�

i. Calculations of �
ij

in the
mean-field theory is straightforward. The essential point,
as it turns out, is that the triple product of hopping pa-
rameters �

ijk

⌘ �
ij

�
jk

�
ki

contains an imaginary term
only at finite magnetic field and diagonal hopping, thus
hS

i

· (S
j

⇥ S
k

)i = Im[�
ijk

] / h2 ·B.

αi βj

βl
αk
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FIG. 4. Magnetic field dependence of spin chirality hS
i

·
(S

j

⇥ S
k

)i for the triangles of the elementary square. It
grows linearly with B at small fields. Parameters used are
h1 = 1.0, h2 = 0.1, and µ = �0.6 (n = 0.98) as in Fig.
3. (inset) four corners of the elementary square are labeled
by i, j, k, l. Spin chirality is calculated for each of the four
triangles by going in the counter-clockwise fashion. All four
triangles carry the same value of spin chirality.

Explicit calculation shows all elementary triangles hav-
ing the same spin chirality. In other words, finite mag-
netic field induces uniform spin chirality state within our
model. Numerical evaluation of spin chiralities through
the four triangles of the elementary square are shown in
Fig. 4, displaying the expected linear growth with B at
small fields. Our observation suggests that an interac-
tion of the form ⇠ BS

i

· (S
j

⇥ S
k

) might be present and
play a hitherto neglected role in the transport of undoped
cuprates. Such interaction Hamiltonian is well-known to
derive from the large-U expansion of the Hubbard inter-
action, when an external magnetic field is present [47].
Application of such spin chirality Hamiltonian to the un-
derstanding of the behavior of spin liquid phase under
external magnetic field was taken up in Ref. [48], where
the focus had been the orbital e↵ects of the magnetic
field such as the Landau level formation of spinons, with-
out explicit consideration of the Zeeman splitting of the
spinons as we do. The spinon hopping parameters in
Ref. [48] pick up an imaginary part as a result of the
Aharonov-Bohm e↵ect, while our hopping parameters are
deemed fixed and unchanged under the magnetic field.
We also note that a spin chirality induced by a mag-
netic field was considered earlier by Katsura et al. [6] to
generate a thermal Hall e↵ect. However that e↵ect is ex-
trinsic, i.e. it depends on the scattering of the spinons
by disorder, whereas the e↵ect we consider in this paper
is intrinsic.

(a)

(b)

0.80
n

0.0

-0.05

-0.10

-0.15

κ x
y/T

0.85 0.90

κ x
y/T

0.0

-0.05

-0.10

-0.15

0.0 0.2 0.4 0.6 0.8 0.99

B=0.05, T=0.1

B=0.05, T=0.25

B=0.05, T=0.15
B=0.05, T=0.20

B=0.15, T=0.1

B=0.20, T=0.1

B=0.25, T=0.1

1.00.95

n

-0.002
0.0

-0.004
-0.006
-0.008
-0.010
-0.012

1.00.80
n

·(
⇥

)
S i

S j
S k

0.950.85 0.90

0.0
-0.002
-0.004
-0.006
-0.008
-0.010
-0.012

·(
⇥

)
S i

S j
S k

0.0 0.2 0.4 0.6 0.8 0.99
n

B=0.25, T=0.1
B=0.20, T=0.1
B=0.15, T=0.1
B=0.05, T=0.1
B=0.05, T=0.15
B=0.05, T=0.20
B=0.05, T=0.25

FIG. 5. Doping (n) dependence of (a) 
xy

/T and (b) spin
chirality at several values of T and B.

Figure 5 shows the doping dependence of 
xy

and spin
chirality at some fixed temperature and field. As one
can see, the 

xy

/T reaches a maximum in the vicinity of
n ⇡ 0.95 in our model. The spin chirality nearly vanishes
at n = 1, since the two orientations of spinons actually
carry opposing sense of circulation, i.e. �

ij,"�jk,"�ki," ⇡
��

ij,#�jk,#�ki,#, and it is the residual part of their sum
which contribute to the spin chirality. At n = 1 the
cancellation is almost complete, hence the spin chiral-
ity becomes very small. Additionally, one can check that
spin-spin correlation hS

i

·S
j

i preserves the lattice symme-
tries as well, and the loss of translational and rotational
symmetry in the hopping patterns of our ansatz is only
an artifact of the spinon theory. The aspect of projective
symmetry restoration was discussed in Ref. [27] also.
The spinon model we propose is not without its draw-

backs. On the theoretical side, the conventional view is
that starting from a spinon model, the Néel state can
emerge as a confinement transition, where the spinons
become gapped and confined [43]. Thus we normally do
not expect the co-existence of antiferromagnetic order
and nearly free spinons. On the other hand, such co-
existence is allowed but should be considered highly ex-
otic [44, 45]. Furthermore, the spinon gap must be small
in the insulator in order to give a thermal Hall e↵ect
at relatively low temperature and magnetic field. The
particular spinon dynamics that we assume, with spin-
dependent hopping, does not have a well-defined micro-
scopic justification at the moment, except that it might
in some way be tied to spin-orbit interaction. The model
on the whole is an attempt to fit the observation. On
the experimental side, the renormalized spin-wave theory
does a good job in accounting for the magnetic excita-
tions in the square-lattice antiferromagnet, as revealed
for instance in recent experiments [49, 50]. On the other
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hand, some high-energy features in the magnetic excita-
tion are not fully explained within the spin-wave theory
alone [49, 50], which in turn prompted speculations about
residual spinon excitations in the Heisenberg model [51].
Overall it is fair to say that at this point, spinons as
low-energy excitations in square-lattice quantum antifer-
romagnet has quite weak experimental support. On the
other hand, the two quasiparticles - magnons and spinons
- give contrasting predictions in regard to their behav-
ior under the magnetic field. In the spin-wave scenario,
a magnon gap inevitably opens and suppresses magnon
contribution to transport. For the spinon-based scenario,
as demonstrated here, linear growth of the response func-
tion 

xy

/T with the field is natural. The diagonal spinon
hopping term ⇠ h2 necessary for the opening of the gap,
the existence of Berry curvature, and ultimately the ther-
mal Hall transport, all seem closely related to the spin
chirality correlation, given that the latter quantity scales
with h2 in our model. In turn, including the three-spin
exchange interaction on top of the Heisenberg interaction
might be a necessary ingredient for the complete under-
standing of magnetic dynamics in undoped cuprates.

If the spinon excitations indeed play a role in the
thermal transport in the antiferromagnetic phase of the
cuprates, they must have manifestations on other probes
such as inelastic neutron scattering and heat capacity
measurement. Calculations of such physical quantities
within the same spinon scenario, coupled with critical re-
examination of past experiments in light of such theory,
might shed further light on the true nature of low-energy
excitations in the undoped cuprates. Thermal Hall
measurement on other square-lattice antiferromagnets
will be a nice cross-check on the observed e↵ect in the
cuprates as well.

Note added: Spinon theory of thermal Hall e↵ect in

magnets with Dzyaloshinskii-Moriya interaction was also
advanced in a recent preprint [52] and applied to the
Kagome lattice. We also mention a preprint by Chat-
terjee et al. [53] which also used the ⇡ flux spinon as a
starting point. A key ingredient is the term J

�

P
4 S

i

·
(S

j

⇥ S
k

) in their Eq. (2), where J
�

is proportional to
the magnetic flux through a triangular plaquette. This
term generates a net chirality which produces a ther-
mal Hall e↵ect. We had considered this term in the
last section but did not discuss it further because of
the very small magnitude. One can make an estimate
of J

�

using the t/U expansion by Motrunich [48], to
find J

�

= �48⇡(t2t2/U2)(�/�0) where �0 = hc/e =
2.07 ⇥ 10�15Wb is the flux quantum, and � = BA0 is
the magnetic flux through a triangular plaquete of area
A0 ⇡ (3.8Å)2/2 for the cuprate. At B = 10T we find
�/�0 ⇡ 3.5 ⇥ 10�4. Further using commonly accepted
values of t2 = �0.3t , U = 8t and J = 4t2/U , we find
J
�

⇡ 5.6 ⇥ 10�4J at B = 10T. The use of a smaller
e↵ective U may increase this number a bit, but in any
case a very small number is expected for J

�

, due to the
small ratio �/�0. As we emphasized in this paper, the
unexpected nature of the experimental data means that
all avenues should be explored. Nevertheless, the small
value of this term should be kept in mind. The assumed
proximity to a quantum critical point also makes it chal-
lenging to explain the linear B dependence of 

xy

ob-
served over a large range from 5T to 15T.
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Magnon does not work

Consideration of Thermal Hall E↵ect in Undoped Cuprates
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A recent observation of thermal Hall e↵ect of magnetic origin in underdoped cuprates calls for
critical re-examination of low-energy magnetic dynamics in undoped antiferromagnetic compound
on square lattice, where traditional, renormalized spin-wave theory was believed to work well. Using
Holstein-Primako↵ boson formalism, we find that magnon-based theories can lead to finite Berry
curvature in the magnon band once the Dzyaloshinskii-Moriya spin interaction is taken into account
explicitly, but fail to produce non-zero thermal Hall conductivity. Assuming accidental doping by
impurities and magnon scattering o↵ of such impurity sites fails to predict skew scattering at the level
of Born approximation. Local formation of skyrmion defects is also found incapable of generating
magnon thermal Hall e↵ect. Turning to spinon-based scenario, we write down a simple model by
adding spin-dependent diagonal hopping to the well-known ⇡-flux model of spinons. The resulting
two-band model has Chern number in the band structure, and generates thermal Hall conductivity
whose magnetic field and temperature dependences mimic closely the observed thermal Hall signals.
In disclaimer, there is no firm microscopic basis of this model and we do not claim to have found
an explanation of the data, but given the unexpected nature of the experimental observation, it is
hoped this work could serve as a first step towards reaching some level of understanding.

I. INTRODUCTION

Traditional views on Hall e↵ect have undergone dra-
matic changes over the past several decades, most promi-
nently thanks to the observation of quantized Hall ef-
fect in two-dimensional electronic systems and subse-
quent realization that it is the band topology, rather
than the magnetic field itself, that determines the Hall
response of electronic systems [1, 2]. It became mani-
fest over the years, both theoretically and experimentally,
that even non-electronic systems support Hall-like trans-
port of their elementary excitations such as photons [3],
phonons [4, 5], magnons [6–9, 11–15], and triplons [16]
due to the topological character in their respective band
structures or the emergent magnetic field governing their
dynamics. More recently, there is growing experimental
evidence of Hall-like heat (thermal) transport in mag-
netic materials that remain in paramagnetic, spin-liquid-
like phases [17–21]. The physical picture regarding the
origin of Hall-like phenomena for such correlated para-
magnetic insulators remains poorly understood, as the
Berry curvature e↵ect only pertains to the band pic-
ture of weakly interacting quasiparticles. Schwinger-
boson mean-field approximation was introduced in Refs.
[21, 22] as a way to partly address the Hall e↵ect in the
paramagnetic phase. Magnetic materials exhibiting the
thermal Hall e↵ect are typically frustrated, with the py-
rochlore or the kagome lattice structure [7, 8, 17–21] re-
sponsible for the geometric frustration, or possess signif-
icant amount of Kitaev-type interaction leading to the
emergence of novel Majorana excitation [20].
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With this background, the recent observation of signif-
icant thermal Hall signal in the family of cuprate com-
pounds comes as a surprise [23]. A few salient features of
the experiment may be summed up. First, the undoped
antiferromagnetically ordered compound La2CuO4 ex-
hibits large thermal Hall conductivity 

xy

in the absence
of electronic charge carriers. Phonon-related origin of 

xy

is ruled out, on the ground that the spin-phonon scatter-
ing seems too weak to account for the large 

xx

value
in the cuprates, and that the weak (strong) magnetic
field dependence of the longitudinal (transverse) thermal
conductivity 

xx

(
xy

) seems at odd with the phonon
scenario. Furthermore, 

xy

is reduced in magnitude as
doping increases, and even undergoes a sign change at
some finite temperature, reflecting a mixed contribution
of electronic and magnetic origins upon doping. For
underdoped (and presumably undoped) La2�x

Sr
x

CuO4,
the Hall e↵ect is almost linear in the applied magnetic
field B. Magnons, on the other hand, must have an en-
ergy gap increasing with B and lead to the suppressed
Hall e↵ect at largerB field. A general picture thus emerg-
ing is that the underdoped antiferromagnetic compound
might have some non-trivial magnetic correlations, which
are presumably gapless and revealed by the applied mag-
netic field through the transverse heat conduction.

What are the quasiparticles responsible for the ob-
served transverse heat conductivity? First of all, the
magnon in the experimental system has a sizable gap [23].
Second, even assuming this gap to be small, we expect
the gap to grow with magnetic field, whereas the thermal
Hall e↵ect initially increases with applied field. There
are other objections arising from purely theoretical con-
sideration, such as the “no-go” theorem [6], disfavoring
the formation of topological Hall e↵ect in un-frustrated
square-lattice magnets. A way round this “theorem” was
invented recently [24], by adopting a model complicated
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hand, some high-energy features in the magnetic excita-
tion are not fully explained within the spin-wave theory
alone [49, 50], which in turn prompted speculations about
residual spinon excitations in the Heisenberg model [51].
Overall it is fair to say that at this point, spinons as
low-energy excitations in square-lattice quantum antifer-
romagnet has quite weak experimental support. On the
other hand, the two quasiparticles - magnons and spinons
- give contrasting predictions in regard to their behav-
ior under the magnetic field. In the spin-wave scenario,
a magnon gap inevitably opens and suppresses magnon
contribution to transport. For the spinon-based scenario,
as demonstrated here, linear growth of the response func-
tion 

xy

/T with the field is natural. The diagonal spinon
hopping term ⇠ h2 necessary for the opening of the gap,
the existence of Berry curvature, and ultimately the ther-
mal Hall transport, all seem closely related to the spin
chirality correlation, given that the latter quantity scales
with h2 in our model. In turn, including the three-spin
exchange interaction on top of the Heisenberg interaction
might be a necessary ingredient for the complete under-
standing of magnetic dynamics in undoped cuprates.

If the spinon excitations indeed play a role in the
thermal transport in the antiferromagnetic phase of the
cuprates, they must have manifestations on other probes
such as inelastic neutron scattering and heat capacity
measurement. Calculations of such physical quantities
within the same spinon scenario, coupled with critical re-
examination of past experiments in light of such theory,
might shed further light on the true nature of low-energy
excitations in the undoped cuprates. Thermal Hall
measurement on other square-lattice antiferromagnets
will be a nice cross-check on the observed e↵ect in the
cuprates as well.

Note added: Spinon theory of thermal Hall e↵ect in

magnets with Dzyaloshinskii-Moriya interaction was also
advanced in a recent preprint [52] and applied to the
Kagome lattice. We also mention a preprint by Chat-
terjee et al. [53] which also used the ⇡ flux spinon as a
starting point. A key ingredient is the term J

�

P
4 S

i

·
(S

j

⇥ S
k

) in their Eq. (2), where J
�

is proportional to
the magnetic flux through a triangular plaquette. This
term generates a net chirality which produces a ther-
mal Hall e↵ect. We had considered this term in the
last section but did not discuss it further because of
the very small magnitude. One can make an estimate
of J

�

using the t/U expansion by Motrunich [48], to
find J

�

= �48⇡(t2t2/U2)(�/�0) where �0 = hc/e =
2.07 ⇥ 10�15Wb is the flux quantum, and � = BA0 is
the magnetic flux through a triangular plaquete of area
A0 ⇡ (3.8Å)2/2 for the cuprate. At B = 10T we find
�/�0 ⇡ 3.5 ⇥ 10�4. Further using commonly accepted
values of t2 = �0.3t , U = 8t and J = 4t2/U , we find
J
�

⇡ 5.6 ⇥ 10�4J at B = 10T. The use of a smaller
e↵ective U may increase this number a bit, but in any
case a very small number is expected for J

�

, due to the
small ratio �/�0. As we emphasized in this paper, the
unexpected nature of the experimental data means that
all avenues should be explored. Nevertheless, the small
value of this term should be kept in mind. The assumed
proximity to a quantum critical point also makes it chal-
lenging to explain the linear B dependence of 

xy

ob-
served over a large range from 5T to 15T.
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The story of Subir’s theory

1. The Mott insulator Neel state is proximate to Neel-VBS transition.  

2. This DQCP is likely dual to Dirac fermions [recent theory development].  

3. A sizable scalar spin chirality from magnetic field generates a Dirac mass  
    and convert the system into a chiral spin liquid.  

4. The field could drive a transition from Neel to Neel+CSL state. 

?issues: 1. whether the system is proximate to Neel-VBS transition? 
              2. whether the field coupling to scalar spin chirality is large enough to  
                  take care of the experiments? 

Predictions: chiral edge states? surface sheath state?  
Neel to Neel+CSL transition driven by magnetic field, this topological transition has  
some interesting properties.
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for the same chiral spin liquid even at Jχ = 0. On the square lattice,  
Nielsen et al.19 studied the antiferromagnet with first- (J1) and sec-
ond- (J2) neighbour exchange and a non-zero Jχ, and found evidence 
for the chiral spin liquid at quite small values of Jχ, but in relatively 
small system sizes. These strong effects of a small Jχ can be under-
stood by the proximity to a critical spin liquid at which an infini-
tesimal Jχ is a relevant perturbation. The phase diagram we propose 
for the square-lattice J1−J2−Jχ antiferromagnet is summarized in 
Fig. 1, and the critical spin liquid is realized by the deconfined criti-
cal point at Jχ = 0 between the Néel and valence bond solid (VBS) 
states. Recent analyses20 have shown that a relevant Jχ at this critical 
point does indeed lead to semion topological order. At such a criti-
cal point, there is a discontinuous jump in the thermal Hall conduc-
tivity κxy at low T from κxy/T = 0 at Jχ = 0 to jκxy=Tj ¼ ðπ=6Þðk2B=ℏÞ

I(ref. 21; where kB is the the Boltzmann constant) at infinitesimal Jχ, 
and we use proximity to this discontinuity to obtain the enhanced 
thermal Hall response in the Néel state. We show that turning on 
Jχ at values of J2/J1 smaller than at the deconfined critical point (for 
example, along the red arrow in Fig. 1) leads to a state with coexist-
ing Néel and semion topological order across a new quantum criti-
cal phase boundary whose universal theory is obtained below. See 
the Methods for further discussion of Fig. 1.

Our analysis starts from a model20 of the square-lattice Néel state 
as the confining phase of an SU(2) gauge theory of fluctuations 
about a ‘π-flux’ mean-field state22. In this formulation, the spins are 
represented by fermionic spinons fiα, via Si ¼ ð1=2Þf yiασαβfiβ

I
, where 

σ are the Pauli matrices, and summation over α and β (α,β = ↑,↓) is 
implied. This spinon representation induces an SU(2) gauge sym-
metry23, and a full treatment requires careful consideration of the 
associated SU(2) gauge field. However, much can be learnt from a 
mean-field theory in which we ignore the SU(2) gauge fluctuations; 
we analyse such a mean-field theory now, and turn to the gauge 
fluctuations later.

Mean-field theory
After inserting the spinon representation of Si in H, and a mean-
field factorization respecting lattice and gauge symmetries, we 
obtain the quadratic spinon Hamiltonian20,24–26

Hf ¼ "
P
i< j

tijf
y
iαfjα þ t*ijf

y
jαfiα

! "

" 1
2

P
i

BZ þ ηiNð Þ & f yiασαβfiβ:
ð3Þ

The pattern of the hopping matrix elements tij is shown in Fig. 2a.
The first-neighbour hopping, t1, arises from factoring the 

exchange couplings in H1. The second-neighbour hopping, ±it2, 
arises from Jχ, and has the same symmetry as the orbital coupling 
of the underlying electrons to the magnetic field orthogonal to the 
plane of the square lattice. We have assumed a non-zero Néel order, 
and this leads to the N term after factoring H1; η = ±1 has opposite 
signs on the two checkerboard sublattices of the square lattice. The 
Zeeman term minimizes the energy of the square-lattice antiferro-
magnet when the Néel order is orthogonal to the magnetic field, 
so we take BZ ⋅ N = 0; the BZ term is not essential to the topological 
and field-theoretic considerations below, but could be important in 
understanding the experimental role of the applied field. Many key 
results follow from a consideration of the topology of the spinon 
band structure implied by Hf. Our choice of tij in Fig. 2a and ηi leads 
to a unit cell with two sites. Combined with the spin label α, we 
obtain a total of four spinon bands, which are half-filled. The key 
discriminant is the net Chern number of the occupied bands. When 
this is zero, there will be no Chern–Simons term in the theory for 
gauge fluctuations, leading to confinement and a conventional 
Néel state. However, when the net Chern number is 2, we obtain a 
Chern–Simons term and a state with semion topological order (as 
argued in ref. 20) coexisting with the Néel order here, because N ≠ 0; 
this state has gapped excitations with semionic statistics, along with 
the conventional spin–wave modes of the Néel state. In this manner, 
we obtain the mean-field phase diagram shown in Fig. 3a.

The evolution of the band structure across the phase boundary 
in Fig. 3a is shown in Fig. 2b–e. Note the appearance of two massless 
Dirac fermions at the critical point. Away from the critical point, 
these fermions acquire a common Dirac mass, which has opposite 
signs in the two phases.

Next, we compute κxy across the phase boundary in Fig. 3a. The 
results are shown in Fig. 3b. Denoting the Berry curvature by Ωnk for 
each band n = (1, …, 4), κxy is given by27

κxy ¼ "
k2B
ℏT

Z
dεε2σxyðεÞf 0ðεÞ ð4Þ

where σxyðεÞ ¼ $
R
εnk < εd

2kΩnk=ð4π2Þ
I

 is ħ/e2 times the Hall con-
ductivity, and f(ε) is the Fermi distribution function at energy ε. The 
corresponding Chern number is

Cn ¼
1
2π

Z
d2kΩnk 2 Z ð5Þ

As T approaches 0,
κxy
T

¼ "
πk2B
6ℏ

X

n2 filled bands

Cn ð6Þ

Consequently, κxy=T ! ðπ=3Þðk2B=ℏÞ
I

 as T approaches 0 in the 
phase with topological order; quantum gauge fluctuations, to be 
discussed, will change the prefactor (π/3) to the exact quantized 
value (π/6) in this phase. In the other phase, κxy/T varies non-mono-
tonically as T is lowered, and eventually vanishes as T approaches 
0 because the occupied bands have opposite Chern numbers. 
Note the bifurcation in the T dependence at the phase boundary. 
Exactly on the phase boundary, the present mean-field theory yields 
κxy=T ! ðπ=6Þðk2B=ℏÞ
I

 as T approaches 0; this value is expected to 
have universal corrections from gauge fluctuations by some non-
rational renormalization factor28.

J2JJ /J1JJ

J χJJ
/J

1JJ

CSL with 
semion topological order

Néel + CSL

Néel VBS 

VBS 
+ CSL 

Fig. 1 | Schematic of proposed phase diagram of H1!+!HB at BZ!=!0. (See 
Fig. 3a for a phase diagram with non-zero BZ.) By varying the first, J1, 
and second, J2, nearest-neighbour exchange interactions and the orbital 
coupling Jχ in equation (2), the antiferromagnet on the square lattice 
shows phases with combinations of Néel, VBS and chiral spin liquid (CSL) 
topological order. The phase boundaries are presumed to meet at an 
SO(5)-symmetric (near) critical point at which Jχ is a relevant perturbation, 
and the phase boundaries all scale as Jχ ! jJ2 " J2cjλχ=λ2

I
; we expect 

λχ/λ2">"1. Here, we imagine starting from the Néel state at zero magnetic 
field (Jχ"="0), close to the boundary of the VBS order such that a small 
value of field-induced Jχ can already drive the system close to the phase 
boundary with Néel"+"CSL (indicated by the red arrow). The existence 
of an SO(5) critical point is not a precondition for a continuous Néel to 
Néel"+"CSL transition.
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The thermal Hall effect has attracted much attention in recent 
years as a powerful tool to gain information about the nature 
of excitations in exotic materials, as, for instance, in the 

spin–liquid candidate system α-RuCl3 (ref. 1). Grissonnanche et al.2 
measured the thermal Hall effect in the normal state of four differ-
ent copper-based superconductors. A strong signal is found from 
optimal doping, where the pseudogap phase ends, all the way to the 
insulating parent compounds. These observations are surprising, as 
the insulator is expected to be a conventional Néel state, and spin–
wave theory shows that this state has a much smaller thermal Hall 
response in an applied magnetic field than that observed3. There 
is no sign of a quantized thermal Hall response, so the insulator is 
not in a state with topological order and protected edge excitations.

Here, we study the possibility that the orbital coupling of the 
applied magnetic field can drive the conventional, confining Néel 
insulator to a state that has semion topological order4 coexisting 
with Néel order N (see Fig. 1). We assume that the current experi-
ments are at a field where the ground state is a conventional Néel 
state in which the only low-energy excitations are spin waves, 
and we describe how the proximity to the lower quantum phase 
boundary in Fig. 1 can enhance the thermal Hall response of such 
a conventional state. The applied field and N break spin-rotation, 
time-reversal and mirror-plane symmetries, and the states on both 
sides of the transition have an identical pattern of symmetries.  
So, the quantum phase transition involves only the onset of  
topological order. We obtain the universal critical field theory 
describing the vicinity of the lower phase boundary in Fig. 1 at low 
temperatures (T).

We find that the critical theory is one that has been carefully 
studied5 in the context of the recent advances in dualities of non-
Abelian conformal gauge theories in 2 + 1 spacetime dimensions6–8. 
The theory of interest has four different dual formulations in terms 
of relativistic field theories, and we relate all of them to theories of 
the lattice antiferromagnet; the assumption of universality at the 
quantum phase transition then provides a new route to obtaining 
the dualities.

We are interested in spin S = 1/2 antiferromagnets with spin 
operators Si on the sites i of the square lattice and Hamiltonian 
H = H1 + HB. The first term has the form

H1 ¼
X

i< j

JijSi " Sj þ ¼ ð1Þ

which describes near-neighbour exchange interactions and possible 
ring-exchange terms, all of which preserve the global SU(2) spin-
rotation, time-reversal and square-lattice symmetries; here, i and j 
run over all lattice sites. The second term, induced by the applied 
magnetic field, is

HB ¼ Jχ
X

4
Si " ðSj ´ SkÞ %

X

i

BZ " Si ð2Þ

where Jχ is the coupling to the scalar spin chirality and the first 
summation is over all elementary triangular plaquettes, denoted 
by Δ. This term is induced by the orbital coupling of the applied 
magnetic field to the underlying electrons9. It preserves lattice 
translations and rotations, but explicitly breaks time-reversal and 
mirror-plane symmetries while preserving their product. The value 
of Jχ itself is proportional to the small magnetic flux penetrating the 
square lattice. The BZ term in equation (2) is the Zeeman term, and 
the electron magnetic moment has been absorbed in the definition 
of BZ. We do not include spin–orbit interactions; we note that with 
BZ ≠ 0, spin–orbit interactions can enhance the stability of chiral 
topological phases similar to those discussed here10, and we do not 
expect such interactions to modify the universal critical theories 
presented below.

Numerical studies of H at BZ = 0 and Jχ ≠ 0 on the kagome11–13 
and triangular14–17 lattices have found convincing evidence above 
very small values of Jχ (values as small as Jχ/J1 = 0.0014 in Fig. 19 
of ref. 16) for a ‘chiral spin liquid’: a gapped state with semion topo-
logical order, but no antiferromagnetic order. More recently, a study 
of the Hubbard model on the triangular lattice18 found evidence 
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in the pseudogap phase was identified, which persists even in the insulating parent compounds without doping. Here, to explain 
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The thermal Hall effect has attracted much attention in recent 
years as a powerful tool to gain information about the nature 
of excitations in exotic materials, as, for instance, in the 

spin–liquid candidate system α-RuCl3 (ref. 1). Grissonnanche et al.2 
measured the thermal Hall effect in the normal state of four differ-
ent copper-based superconductors. A strong signal is found from 
optimal doping, where the pseudogap phase ends, all the way to the 
insulating parent compounds. These observations are surprising, as 
the insulator is expected to be a conventional Néel state, and spin–
wave theory shows that this state has a much smaller thermal Hall 
response in an applied magnetic field than that observed3. There 
is no sign of a quantized thermal Hall response, so the insulator is 
not in a state with topological order and protected edge excitations.

Here, we study the possibility that the orbital coupling of the 
applied magnetic field can drive the conventional, confining Néel 
insulator to a state that has semion topological order4 coexisting 
with Néel order N (see Fig. 1). We assume that the current experi-
ments are at a field where the ground state is a conventional Néel 
state in which the only low-energy excitations are spin waves, 
and we describe how the proximity to the lower quantum phase 
boundary in Fig. 1 can enhance the thermal Hall response of such 
a conventional state. The applied field and N break spin-rotation, 
time-reversal and mirror-plane symmetries, and the states on both 
sides of the transition have an identical pattern of symmetries.  
So, the quantum phase transition involves only the onset of  
topological order. We obtain the universal critical field theory 
describing the vicinity of the lower phase boundary in Fig. 1 at low 
temperatures (T).

We find that the critical theory is one that has been carefully 
studied5 in the context of the recent advances in dualities of non-
Abelian conformal gauge theories in 2 + 1 spacetime dimensions6–8. 
The theory of interest has four different dual formulations in terms 
of relativistic field theories, and we relate all of them to theories of 
the lattice antiferromagnet; the assumption of universality at the 
quantum phase transition then provides a new route to obtaining 
the dualities.

We are interested in spin S = 1/2 antiferromagnets with spin 
operators Si on the sites i of the square lattice and Hamiltonian 
H = H1 + HB. The first term has the form

H1 ¼
X

i< j

JijSi " Sj þ ¼ ð1Þ

which describes near-neighbour exchange interactions and possible 
ring-exchange terms, all of which preserve the global SU(2) spin-
rotation, time-reversal and square-lattice symmetries; here, i and j 
run over all lattice sites. The second term, induced by the applied 
magnetic field, is

HB ¼ Jχ
X

4
Si " ðSj ´ SkÞ %

X

i

BZ " Si ð2Þ

where Jχ is the coupling to the scalar spin chirality and the first 
summation is over all elementary triangular plaquettes, denoted 
by Δ. This term is induced by the orbital coupling of the applied 
magnetic field to the underlying electrons9. It preserves lattice 
translations and rotations, but explicitly breaks time-reversal and 
mirror-plane symmetries while preserving their product. The value 
of Jχ itself is proportional to the small magnetic flux penetrating the 
square lattice. The BZ term in equation (2) is the Zeeman term, and 
the electron magnetic moment has been absorbed in the definition 
of BZ. We do not include spin–orbit interactions; we note that with 
BZ ≠ 0, spin–orbit interactions can enhance the stability of chiral 
topological phases similar to those discussed here10, and we do not 
expect such interactions to modify the universal critical theories 
presented below.

Numerical studies of H at BZ = 0 and Jχ ≠ 0 on the kagome11–13 
and triangular14–17 lattices have found convincing evidence above 
very small values of Jχ (values as small as Jχ/J1 = 0.0014 in Fig. 19 
of ref. 16) for a ‘chiral spin liquid’: a gapped state with semion topo-
logical order, but no antiferromagnetic order. More recently, a study 
of the Hubbard model on the triangular lattice18 found evidence 
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The thermal Hall effect has attracted much attention in recent 
years as a powerful tool to gain information about the nature 
of excitations in exotic materials, as, for instance, in the 

spin–liquid candidate system α-RuCl3 (ref. 1). Grissonnanche et al.2 
measured the thermal Hall effect in the normal state of four differ-
ent copper-based superconductors. A strong signal is found from 
optimal doping, where the pseudogap phase ends, all the way to the 
insulating parent compounds. These observations are surprising, as 
the insulator is expected to be a conventional Néel state, and spin–
wave theory shows that this state has a much smaller thermal Hall 
response in an applied magnetic field than that observed3. There 
is no sign of a quantized thermal Hall response, so the insulator is 
not in a state with topological order and protected edge excitations.

Here, we study the possibility that the orbital coupling of the 
applied magnetic field can drive the conventional, confining Néel 
insulator to a state that has semion topological order4 coexisting 
with Néel order N (see Fig. 1). We assume that the current experi-
ments are at a field where the ground state is a conventional Néel 
state in which the only low-energy excitations are spin waves, 
and we describe how the proximity to the lower quantum phase 
boundary in Fig. 1 can enhance the thermal Hall response of such 
a conventional state. The applied field and N break spin-rotation, 
time-reversal and mirror-plane symmetries, and the states on both 
sides of the transition have an identical pattern of symmetries.  
So, the quantum phase transition involves only the onset of  
topological order. We obtain the universal critical field theory 
describing the vicinity of the lower phase boundary in Fig. 1 at low 
temperatures (T).

We find that the critical theory is one that has been carefully 
studied5 in the context of the recent advances in dualities of non-
Abelian conformal gauge theories in 2 + 1 spacetime dimensions6–8. 
The theory of interest has four different dual formulations in terms 
of relativistic field theories, and we relate all of them to theories of 
the lattice antiferromagnet; the assumption of universality at the 
quantum phase transition then provides a new route to obtaining 
the dualities.

We are interested in spin S = 1/2 antiferromagnets with spin 
operators Si on the sites i of the square lattice and Hamiltonian 
H = H1 + HB. The first term has the form

H1 ¼
X

i< j

JijSi " Sj þ ¼ ð1Þ

which describes near-neighbour exchange interactions and possible 
ring-exchange terms, all of which preserve the global SU(2) spin-
rotation, time-reversal and square-lattice symmetries; here, i and j 
run over all lattice sites. The second term, induced by the applied 
magnetic field, is

HB ¼ Jχ
X

4
Si " ðSj ´ SkÞ %

X

i

BZ " Si ð2Þ

where Jχ is the coupling to the scalar spin chirality and the first 
summation is over all elementary triangular plaquettes, denoted 
by Δ. This term is induced by the orbital coupling of the applied 
magnetic field to the underlying electrons9. It preserves lattice 
translations and rotations, but explicitly breaks time-reversal and 
mirror-plane symmetries while preserving their product. The value 
of Jχ itself is proportional to the small magnetic flux penetrating the 
square lattice. The BZ term in equation (2) is the Zeeman term, and 
the electron magnetic moment has been absorbed in the definition 
of BZ. We do not include spin–orbit interactions; we note that with 
BZ ≠ 0, spin–orbit interactions can enhance the stability of chiral 
topological phases similar to those discussed here10, and we do not 
expect such interactions to modify the universal critical theories 
presented below.

Numerical studies of H at BZ = 0 and Jχ ≠ 0 on the kagome11–13 
and triangular14–17 lattices have found convincing evidence above 
very small values of Jχ (values as small as Jχ/J1 = 0.0014 in Fig. 19 
of ref. 16) for a ‘chiral spin liquid’: a gapped state with semion topo-
logical order, but no antiferromagnetic order. More recently, a study 
of the Hubbard model on the triangular lattice18 found evidence 
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for the same chiral spin liquid even at Jχ = 0. On the square lattice,  
Nielsen et al.19 studied the antiferromagnet with first- (J1) and sec-
ond- (J2) neighbour exchange and a non-zero Jχ, and found evidence 
for the chiral spin liquid at quite small values of Jχ, but in relatively 
small system sizes. These strong effects of a small Jχ can be under-
stood by the proximity to a critical spin liquid at which an infini-
tesimal Jχ is a relevant perturbation. The phase diagram we propose 
for the square-lattice J1−J2−Jχ antiferromagnet is summarized in 
Fig. 1, and the critical spin liquid is realized by the deconfined criti-
cal point at Jχ = 0 between the Néel and valence bond solid (VBS) 
states. Recent analyses20 have shown that a relevant Jχ at this critical 
point does indeed lead to semion topological order. At such a criti-
cal point, there is a discontinuous jump in the thermal Hall conduc-
tivity κxy at low T from κxy/T = 0 at Jχ = 0 to jκxy=Tj ¼ ðπ=6Þðk2B=ℏÞ

I(ref. 21; where kB is the the Boltzmann constant) at infinitesimal Jχ, 
and we use proximity to this discontinuity to obtain the enhanced 
thermal Hall response in the Néel state. We show that turning on 
Jχ at values of J2/J1 smaller than at the deconfined critical point (for 
example, along the red arrow in Fig. 1) leads to a state with coexist-
ing Néel and semion topological order across a new quantum criti-
cal phase boundary whose universal theory is obtained below. See 
the Methods for further discussion of Fig. 1.

Our analysis starts from a model20 of the square-lattice Néel state 
as the confining phase of an SU(2) gauge theory of fluctuations 
about a ‘π-flux’ mean-field state22. In this formulation, the spins are 
represented by fermionic spinons fiα, via Si ¼ ð1=2Þf yiασαβfiβ

I
, where 

σ are the Pauli matrices, and summation over α and β (α,β = ↑,↓) is 
implied. This spinon representation induces an SU(2) gauge sym-
metry23, and a full treatment requires careful consideration of the 
associated SU(2) gauge field. However, much can be learnt from a 
mean-field theory in which we ignore the SU(2) gauge fluctuations; 
we analyse such a mean-field theory now, and turn to the gauge 
fluctuations later.

Mean-field theory
After inserting the spinon representation of Si in H, and a mean-
field factorization respecting lattice and gauge symmetries, we 
obtain the quadratic spinon Hamiltonian20,24–26

Hf ¼ "
P
i< j

tijf
y
iαfjα þ t*ijf

y
jαfiα

! "

" 1
2

P
i

BZ þ ηiNð Þ & f yiασαβfiβ:
ð3Þ

The pattern of the hopping matrix elements tij is shown in Fig. 2a.
The first-neighbour hopping, t1, arises from factoring the 

exchange couplings in H1. The second-neighbour hopping, ±it2, 
arises from Jχ, and has the same symmetry as the orbital coupling 
of the underlying electrons to the magnetic field orthogonal to the 
plane of the square lattice. We have assumed a non-zero Néel order, 
and this leads to the N term after factoring H1; η = ±1 has opposite 
signs on the two checkerboard sublattices of the square lattice. The 
Zeeman term minimizes the energy of the square-lattice antiferro-
magnet when the Néel order is orthogonal to the magnetic field, 
so we take BZ ⋅ N = 0; the BZ term is not essential to the topological 
and field-theoretic considerations below, but could be important in 
understanding the experimental role of the applied field. Many key 
results follow from a consideration of the topology of the spinon 
band structure implied by Hf. Our choice of tij in Fig. 2a and ηi leads 
to a unit cell with two sites. Combined with the spin label α, we 
obtain a total of four spinon bands, which are half-filled. The key 
discriminant is the net Chern number of the occupied bands. When 
this is zero, there will be no Chern–Simons term in the theory for 
gauge fluctuations, leading to confinement and a conventional 
Néel state. However, when the net Chern number is 2, we obtain a 
Chern–Simons term and a state with semion topological order (as 
argued in ref. 20) coexisting with the Néel order here, because N ≠ 0; 
this state has gapped excitations with semionic statistics, along with 
the conventional spin–wave modes of the Néel state. In this manner, 
we obtain the mean-field phase diagram shown in Fig. 3a.

The evolution of the band structure across the phase boundary 
in Fig. 3a is shown in Fig. 2b–e. Note the appearance of two massless 
Dirac fermions at the critical point. Away from the critical point, 
these fermions acquire a common Dirac mass, which has opposite 
signs in the two phases.

Next, we compute κxy across the phase boundary in Fig. 3a. The 
results are shown in Fig. 3b. Denoting the Berry curvature by Ωnk for 
each band n = (1, …, 4), κxy is given by27

κxy ¼ "
k2B
ℏT

Z
dεε2σxyðεÞf 0ðεÞ ð4Þ

where σxyðεÞ ¼ $
R
εnk < εd

2kΩnk=ð4π2Þ
I

 is ħ/e2 times the Hall con-
ductivity, and f(ε) is the Fermi distribution function at energy ε. The 
corresponding Chern number is

Cn ¼
1
2π

Z
d2kΩnk 2 Z ð5Þ

As T approaches 0,
κxy
T

¼ "
πk2B
6ℏ

X

n2 filled bands

Cn ð6Þ

Consequently, κxy=T ! ðπ=3Þðk2B=ℏÞ
I

 as T approaches 0 in the 
phase with topological order; quantum gauge fluctuations, to be 
discussed, will change the prefactor (π/3) to the exact quantized 
value (π/6) in this phase. In the other phase, κxy/T varies non-mono-
tonically as T is lowered, and eventually vanishes as T approaches 
0 because the occupied bands have opposite Chern numbers. 
Note the bifurcation in the T dependence at the phase boundary. 
Exactly on the phase boundary, the present mean-field theory yields 
κxy=T ! ðπ=6Þðk2B=ℏÞ
I

 as T approaches 0; this value is expected to 
have universal corrections from gauge fluctuations by some non-
rational renormalization factor28.

Fig. 1 | Schematic of proposed phase diagram of H1!+!HB at BZ!=!0. (See 
Fig. 3a for a phase diagram with non-zero BZ.) By varying the first, J1, 
and second, J2, nearest-neighbour exchange interactions and the orbital 
coupling Jχ in equation (2), the antiferromagnet on the square lattice 
shows phases with combinations of Néel, VBS and chiral spin liquid (CSL) 
topological order. The phase boundaries are presumed to meet at an 
SO(5)-symmetric (near) critical point at which Jχ is a relevant perturbation, 
and the phase boundaries all scale as Jχ ! jJ2 " J2cjλχ=λ2

I
; we expect 

λχ/λ2">"1. Here, we imagine starting from the Néel state at zero magnetic 
field (Jχ"="0), close to the boundary of the VBS order such that a small 
value of field-induced Jχ can already drive the system close to the phase 
boundary with Néel"+"CSL (indicated by the red arrow). The existence 
of an SO(5) critical point is not a precondition for a continuous Néel to 
Néel"+"CSL transition.
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Methods
Deconfined criticality and phase diagram. The square-lattice antiferromagnet 
with irst (J1) and second (J2) neighbour exchange interactions has been the focus 
of many numerical studies in the past decades. There appears to be general 
agreement that increasing J2/J1 destroys the Néel state and leads to a state with VBS 
order41,42. There is also significant evidence that the transition region between these 
states is described by a deconfined critical field theory43 over a large intermediate 
length scale41. Furthermore, there is strong support for a global SO(5) symmetry 
between the Néel and VBS orders44 over this scaling region, as is expected for 
the deconfined critical theory20,45,46. The ultimate fate of the phase transition at 
the longest distances remains unsettled, but it is plausible that it is described by a 
complex fixed point, very close to the real physical axis20,47,48.

We now consider the phase diagram of the J1−J2−Jχ antiferromagnet on the 
square lattice by starting from a theory in which the SO(5) symmetry is initially 
explicit. This is the fermionic spinon representation used in equation (3). In the 
absence of Néel order (N = 0) and an applied field (BZ = 0), the continuum limit of 
equation (3) yields two flavours of two-component Dirac fermions, which are then 
coupled to an SU(2) gauge field. Instead of equation (7), we now have20

LSOð5Þ ¼ i!ψaγ
μð∂μ $ iAμÞψa þmχ !ψaψa ð8Þ

where a = 1, 2 is the flavour index.
The SO(5) symmetry is apparent after we express LSOð5Þ

I
 in terms of 

Majorana fermions. The fermion mass mχ ∝ Jχ is also SO(5) invariant and is a 
perturbation on the putative SO(5)-invariant Néel–VBS critical point at mχ = 0. It 
is plausible that mχ is a relevant perturbation on such a critical point (with scaling 
dimension λχ > 0); then an infinitesimal Jχ will be sufficient to drive the critical 
antiferromagnet into the chiral spin liquid phase. If the Néel–VBS transition is 
weakly first-order, then a very small value of Jχ will be sufficient. Tuning away from 
the critical point by changing the value of J2/J1 yields a second relevant perturbation 
to the critical point (with scaling dimension λ2 > 0), which explicitly breaks SO(5) 
symmetry, but is allowed by the symmetries of the underlying antiferromagnet. 
We obtain the phase diagram proposed in Fig. 1 by considering the interplay of 
these perturbations; all phase boundaries scale as Jχ ! jJ2 " J2cjλχ=λ2

I
 for an SO(5) 

critical point at Jχ = 0, J2 = J2c. For λχ > λ2, we obtain the onset of semion topological 
order at small values of Jχ, even away from the SO(5) point. In the limit of a large 
number of fermion flavours, λχ = 1 and λ2 = −1, λχ > λ2 is thus plausible. This phase 
diagram is compatible with the small-system size studies of ref. 19. We emphasize 
that the existence of an SO(5) critical point is not a requirement for the existence of 
a continuous Néel to Néel + CSL transition with SO(3) symmetry described in the 
main part of the paper.

Data availability
The data that support the plots within this paper and other findings of this study 
are available from the corresponding author on reasonable request.
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for the same chiral spin liquid even at Jχ = 0. On the square lattice,  
Nielsen et al.19 studied the antiferromagnet with first- (J1) and sec-
ond- (J2) neighbour exchange and a non-zero Jχ, and found evidence 
for the chiral spin liquid at quite small values of Jχ, but in relatively 
small system sizes. These strong effects of a small Jχ can be under-
stood by the proximity to a critical spin liquid at which an infini-
tesimal Jχ is a relevant perturbation. The phase diagram we propose 
for the square-lattice J1−J2−Jχ antiferromagnet is summarized in 
Fig. 1, and the critical spin liquid is realized by the deconfined criti-
cal point at Jχ = 0 between the Néel and valence bond solid (VBS) 
states. Recent analyses20 have shown that a relevant Jχ at this critical 
point does indeed lead to semion topological order. At such a criti-
cal point, there is a discontinuous jump in the thermal Hall conduc-
tivity κxy at low T from κxy/T = 0 at Jχ = 0 to jκxy=Tj ¼ ðπ=6Þðk2B=ℏÞ

I(ref. 21; where kB is the the Boltzmann constant) at infinitesimal Jχ, 
and we use proximity to this discontinuity to obtain the enhanced 
thermal Hall response in the Néel state. We show that turning on 
Jχ at values of J2/J1 smaller than at the deconfined critical point (for 
example, along the red arrow in Fig. 1) leads to a state with coexist-
ing Néel and semion topological order across a new quantum criti-
cal phase boundary whose universal theory is obtained below. See 
the Methods for further discussion of Fig. 1.

Our analysis starts from a model20 of the square-lattice Néel state 
as the confining phase of an SU(2) gauge theory of fluctuations 
about a ‘π-flux’ mean-field state22. In this formulation, the spins are 
represented by fermionic spinons fiα, via Si ¼ ð1=2Þf yiασαβfiβ

I
, where 

σ are the Pauli matrices, and summation over α and β (α,β = ↑,↓) is 
implied. This spinon representation induces an SU(2) gauge sym-
metry23, and a full treatment requires careful consideration of the 
associated SU(2) gauge field. However, much can be learnt from a 
mean-field theory in which we ignore the SU(2) gauge fluctuations; 
we analyse such a mean-field theory now, and turn to the gauge 
fluctuations later.

Mean-field theory
After inserting the spinon representation of Si in H, and a mean-
field factorization respecting lattice and gauge symmetries, we 
obtain the quadratic spinon Hamiltonian20,24–26

Hf ¼ "
P
i< j

tijf
y
iαfjα þ t*ijf

y
jαfiα

! "

" 1
2

P
i

BZ þ ηiNð Þ & f yiασαβfiβ:
ð3Þ

The pattern of the hopping matrix elements tij is shown in Fig. 2a.
The first-neighbour hopping, t1, arises from factoring the 

exchange couplings in H1. The second-neighbour hopping, ±it2, 
arises from Jχ, and has the same symmetry as the orbital coupling 
of the underlying electrons to the magnetic field orthogonal to the 
plane of the square lattice. We have assumed a non-zero Néel order, 
and this leads to the N term after factoring H1; η = ±1 has opposite 
signs on the two checkerboard sublattices of the square lattice. The 
Zeeman term minimizes the energy of the square-lattice antiferro-
magnet when the Néel order is orthogonal to the magnetic field, 
so we take BZ ⋅ N = 0; the BZ term is not essential to the topological 
and field-theoretic considerations below, but could be important in 
understanding the experimental role of the applied field. Many key 
results follow from a consideration of the topology of the spinon 
band structure implied by Hf. Our choice of tij in Fig. 2a and ηi leads 
to a unit cell with two sites. Combined with the spin label α, we 
obtain a total of four spinon bands, which are half-filled. The key 
discriminant is the net Chern number of the occupied bands. When 
this is zero, there will be no Chern–Simons term in the theory for 
gauge fluctuations, leading to confinement and a conventional 
Néel state. However, when the net Chern number is 2, we obtain a 
Chern–Simons term and a state with semion topological order (as 
argued in ref. 20) coexisting with the Néel order here, because N ≠ 0; 
this state has gapped excitations with semionic statistics, along with 
the conventional spin–wave modes of the Néel state. In this manner, 
we obtain the mean-field phase diagram shown in Fig. 3a.

The evolution of the band structure across the phase boundary 
in Fig. 3a is shown in Fig. 2b–e. Note the appearance of two massless 
Dirac fermions at the critical point. Away from the critical point, 
these fermions acquire a common Dirac mass, which has opposite 
signs in the two phases.

Next, we compute κxy across the phase boundary in Fig. 3a. The 
results are shown in Fig. 3b. Denoting the Berry curvature by Ωnk for 
each band n = (1, …, 4), κxy is given by27

κxy ¼ "
k2B
ℏT

Z
dεε2σxyðεÞf 0ðεÞ ð4Þ

where σxyðεÞ ¼ $
R
εnk < εd

2kΩnk=ð4π2Þ
I

 is ħ/e2 times the Hall con-
ductivity, and f(ε) is the Fermi distribution function at energy ε. The 
corresponding Chern number is

Cn ¼
1
2π

Z
d2kΩnk 2 Z ð5Þ

As T approaches 0,
κxy
T

¼ "
πk2B
6ℏ

X

n2 filled bands

Cn ð6Þ

Consequently, κxy=T ! ðπ=3Þðk2B=ℏÞ
I

 as T approaches 0 in the 
phase with topological order; quantum gauge fluctuations, to be 
discussed, will change the prefactor (π/3) to the exact quantized 
value (π/6) in this phase. In the other phase, κxy/T varies non-mono-
tonically as T is lowered, and eventually vanishes as T approaches 
0 because the occupied bands have opposite Chern numbers. 
Note the bifurcation in the T dependence at the phase boundary. 
Exactly on the phase boundary, the present mean-field theory yields 
κxy=T ! ðπ=6Þðk2B=ℏÞ
I

 as T approaches 0; this value is expected to 
have universal corrections from gauge fluctuations by some non-
rational renormalization factor28.

Fig. 1 | Schematic of proposed phase diagram of H1!+!HB at BZ!=!0. (See 
Fig. 3a for a phase diagram with non-zero BZ.) By varying the first, J1, 
and second, J2, nearest-neighbour exchange interactions and the orbital 
coupling Jχ in equation (2), the antiferromagnet on the square lattice 
shows phases with combinations of Néel, VBS and chiral spin liquid (CSL) 
topological order. The phase boundaries are presumed to meet at an 
SO(5)-symmetric (near) critical point at which Jχ is a relevant perturbation, 
and the phase boundaries all scale as Jχ ! jJ2 " J2cjλχ=λ2

I
; we expect 

λχ/λ2">"1. Here, we imagine starting from the Néel state at zero magnetic 
field (Jχ"="0), close to the boundary of the VBS order such that a small 
value of field-induced Jχ can already drive the system close to the phase 
boundary with Néel"+"CSL (indicated by the red arrow). The existence 
of an SO(5) critical point is not a precondition for a continuous Néel to 
Néel"+"CSL transition.
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We plot the field dependence of κxy within the Néel phase in 
Fig. 3c–e along the dashed lines in Fig. 3a. Note that κxy is a nearly 
linear function of the field, with a slope that is enhanced as we 
approach the phase boundary of the state with semion topological 
order.

Gauge theories and dualities
We now discuss universal properties of the quantum phase  
transition in Fig. 3a and the lower phase boundary in Fig. 1. This 
critical theory has four different dual formulations, summarized  
in Fig. 4.

Fig. 3 | Phase diagram and thermal Hall conductivity of spinon mean-field theory. a, The two different phases of Hf in equation (3) are shown as a 
function of it2 (see Fig. 2a) and |BZ|. Here, we take N ¼ 0:5ẑ

I
 and measure all energies in units of t1. As discussed in the main text, it2 is induced by the 

orbital coupling of the magnetic field. Both t2 and |BZ| are linear functions of the applied magnetic field, and the dashed purple lines show three possible 
trajectories for which we plot the field dependence of κxy in c–e for different T. b, Temperature dependence of the mean-field κxy as t2 is tuned across the 
phase boundary; the corresponding discrete values of |BZ| and t2 are indicated by green dots in a. The quantized value of the ordinate in the topological 
phase is π/3, and the bifurcation point as T approaches 0 is at π/6. Both values are corrected by gauge fluctuations (the exact quantized value in the 
topological phase is π/6). c–e, Field dependence of κxy for different T for the trajectories noted in a when |BZ|"≡"50t2 (c), 7t2 (d) and t2 (e).

Fig. 2 | Ansatz and spectrum of spinon Hamiltonian. a, t1 (black) and t2 (red) hopping matrix elements for the spinon mean-field Hamiltonian in 
equation (3) on the square lattice formed by the Cu atoms (indicated in brown). The applied magnetic field induces a non-zero hopping it2, and there is 
a uniform π/2 flux through each elementary triangle. b–e, Plots of the evolution of the band structure of the Hamiltonian in equation (3) along the line 
ky"="0, with N ¼ 0:5ẑ

I
, t1"="1 and t2"="0.10, following the changing of the Zeeman field, which is taken to be |BZ|"="0 (b), 0.4 (c), BðcÞZ # 0:6245

I
 (d) and 0.8 

(e). The Chern numbers (indicated by the respective colours) of the two lowest bands switch from {−1, −1} to {−1, +1} as |BZ| is increased across the 
phase boundary.
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for the same chiral spin liquid even at Jχ = 0. On the square lattice,  
Nielsen et al.19 studied the antiferromagnet with first- (J1) and sec-
ond- (J2) neighbour exchange and a non-zero Jχ, and found evidence 
for the chiral spin liquid at quite small values of Jχ, but in relatively 
small system sizes. These strong effects of a small Jχ can be under-
stood by the proximity to a critical spin liquid at which an infini-
tesimal Jχ is a relevant perturbation. The phase diagram we propose 
for the square-lattice J1−J2−Jχ antiferromagnet is summarized in 
Fig. 1, and the critical spin liquid is realized by the deconfined criti-
cal point at Jχ = 0 between the Néel and valence bond solid (VBS) 
states. Recent analyses20 have shown that a relevant Jχ at this critical 
point does indeed lead to semion topological order. At such a criti-
cal point, there is a discontinuous jump in the thermal Hall conduc-
tivity κxy at low T from κxy/T = 0 at Jχ = 0 to jκxy=Tj ¼ ðπ=6Þðk2B=ℏÞ

I(ref. 21; where kB is the the Boltzmann constant) at infinitesimal Jχ, 
and we use proximity to this discontinuity to obtain the enhanced 
thermal Hall response in the Néel state. We show that turning on 
Jχ at values of J2/J1 smaller than at the deconfined critical point (for 
example, along the red arrow in Fig. 1) leads to a state with coexist-
ing Néel and semion topological order across a new quantum criti-
cal phase boundary whose universal theory is obtained below. See 
the Methods for further discussion of Fig. 1.

Our analysis starts from a model20 of the square-lattice Néel state 
as the confining phase of an SU(2) gauge theory of fluctuations 
about a ‘π-flux’ mean-field state22. In this formulation, the spins are 
represented by fermionic spinons fiα, via Si ¼ ð1=2Þf yiασαβfiβ

I
, where 

σ are the Pauli matrices, and summation over α and β (α,β = ↑,↓) is 
implied. This spinon representation induces an SU(2) gauge sym-
metry23, and a full treatment requires careful consideration of the 
associated SU(2) gauge field. However, much can be learnt from a 
mean-field theory in which we ignore the SU(2) gauge fluctuations; 
we analyse such a mean-field theory now, and turn to the gauge 
fluctuations later.

Mean-field theory
After inserting the spinon representation of Si in H, and a mean-
field factorization respecting lattice and gauge symmetries, we 
obtain the quadratic spinon Hamiltonian20,24–26

Hf ¼ "
P
i< j

tijf
y
iαfjα þ t*ijf

y
jαfiα

! "

" 1
2

P
i

BZ þ ηiNð Þ & f yiασαβfiβ:
ð3Þ

The pattern of the hopping matrix elements tij is shown in Fig. 2a.
The first-neighbour hopping, t1, arises from factoring the 

exchange couplings in H1. The second-neighbour hopping, ±it2, 
arises from Jχ, and has the same symmetry as the orbital coupling 
of the underlying electrons to the magnetic field orthogonal to the 
plane of the square lattice. We have assumed a non-zero Néel order, 
and this leads to the N term after factoring H1; η = ±1 has opposite 
signs on the two checkerboard sublattices of the square lattice. The 
Zeeman term minimizes the energy of the square-lattice antiferro-
magnet when the Néel order is orthogonal to the magnetic field, 
so we take BZ ⋅ N = 0; the BZ term is not essential to the topological 
and field-theoretic considerations below, but could be important in 
understanding the experimental role of the applied field. Many key 
results follow from a consideration of the topology of the spinon 
band structure implied by Hf. Our choice of tij in Fig. 2a and ηi leads 
to a unit cell with two sites. Combined with the spin label α, we 
obtain a total of four spinon bands, which are half-filled. The key 
discriminant is the net Chern number of the occupied bands. When 
this is zero, there will be no Chern–Simons term in the theory for 
gauge fluctuations, leading to confinement and a conventional 
Néel state. However, when the net Chern number is 2, we obtain a 
Chern–Simons term and a state with semion topological order (as 
argued in ref. 20) coexisting with the Néel order here, because N ≠ 0; 
this state has gapped excitations with semionic statistics, along with 
the conventional spin–wave modes of the Néel state. In this manner, 
we obtain the mean-field phase diagram shown in Fig. 3a.

The evolution of the band structure across the phase boundary 
in Fig. 3a is shown in Fig. 2b–e. Note the appearance of two massless 
Dirac fermions at the critical point. Away from the critical point, 
these fermions acquire a common Dirac mass, which has opposite 
signs in the two phases.

Next, we compute κxy across the phase boundary in Fig. 3a. The 
results are shown in Fig. 3b. Denoting the Berry curvature by Ωnk for 
each band n = (1, …, 4), κxy is given by27

κxy ¼ "
k2B
ℏT

Z
dεε2σxyðεÞf 0ðεÞ ð4Þ

where σxyðεÞ ¼ $
R
εnk < εd

2kΩnk=ð4π2Þ
I

 is ħ/e2 times the Hall con-
ductivity, and f(ε) is the Fermi distribution function at energy ε. The 
corresponding Chern number is

Cn ¼
1
2π

Z
d2kΩnk 2 Z ð5Þ

As T approaches 0,
κxy
T

¼ "
πk2B
6ℏ

X

n2 filled bands

Cn ð6Þ

Consequently, κxy=T ! ðπ=3Þðk2B=ℏÞ
I

 as T approaches 0 in the 
phase with topological order; quantum gauge fluctuations, to be 
discussed, will change the prefactor (π/3) to the exact quantized 
value (π/6) in this phase. In the other phase, κxy/T varies non-mono-
tonically as T is lowered, and eventually vanishes as T approaches 
0 because the occupied bands have opposite Chern numbers. 
Note the bifurcation in the T dependence at the phase boundary. 
Exactly on the phase boundary, the present mean-field theory yields 
κxy=T ! ðπ=6Þðk2B=ℏÞ
I

 as T approaches 0; this value is expected to 
have universal corrections from gauge fluctuations by some non-
rational renormalization factor28.

Fig. 1 | Schematic of proposed phase diagram of H1!+!HB at BZ!=!0. (See 
Fig. 3a for a phase diagram with non-zero BZ.) By varying the first, J1, 
and second, J2, nearest-neighbour exchange interactions and the orbital 
coupling Jχ in equation (2), the antiferromagnet on the square lattice 
shows phases with combinations of Néel, VBS and chiral spin liquid (CSL) 
topological order. The phase boundaries are presumed to meet at an 
SO(5)-symmetric (near) critical point at which Jχ is a relevant perturbation, 
and the phase boundaries all scale as Jχ ! jJ2 " J2cjλχ=λ2

I
; we expect 

λχ/λ2">"1. Here, we imagine starting from the Néel state at zero magnetic 
field (Jχ"="0), close to the boundary of the VBS order such that a small 
value of field-induced Jχ can already drive the system close to the phase 
boundary with Néel"+"CSL (indicated by the red arrow). The existence 
of an SO(5) critical point is not a precondition for a continuous Néel to 
Néel"+"CSL transition.
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We plot the field dependence of κxy within the Néel phase in 
Fig. 3c–e along the dashed lines in Fig. 3a. Note that κxy is a nearly 
linear function of the field, with a slope that is enhanced as we 
approach the phase boundary of the state with semion topological 
order.

Gauge theories and dualities
We now discuss universal properties of the quantum phase  
transition in Fig. 3a and the lower phase boundary in Fig. 1. This 
critical theory has four different dual formulations, summarized  
in Fig. 4.

Fig. 3 | Phase diagram and thermal Hall conductivity of spinon mean-field theory. a, The two different phases of Hf in equation (3) are shown as a 
function of it2 (see Fig. 2a) and |BZ|. Here, we take N ¼ 0:5ẑ

I
 and measure all energies in units of t1. As discussed in the main text, it2 is induced by the 

orbital coupling of the magnetic field. Both t2 and |BZ| are linear functions of the applied magnetic field, and the dashed purple lines show three possible 
trajectories for which we plot the field dependence of κxy in c–e for different T. b, Temperature dependence of the mean-field κxy as t2 is tuned across the 
phase boundary; the corresponding discrete values of |BZ| and t2 are indicated by green dots in a. The quantized value of the ordinate in the topological 
phase is π/3, and the bifurcation point as T approaches 0 is at π/6. Both values are corrected by gauge fluctuations (the exact quantized value in the 
topological phase is π/6). c–e, Field dependence of κxy for different T for the trajectories noted in a when |BZ|"≡"50t2 (c), 7t2 (d) and t2 (e).

Fig. 2 | Ansatz and spectrum of spinon Hamiltonian. a, t1 (black) and t2 (red) hopping matrix elements for the spinon mean-field Hamiltonian in 
equation (3) on the square lattice formed by the Cu atoms (indicated in brown). The applied magnetic field induces a non-zero hopping it2, and there is 
a uniform π/2 flux through each elementary triangle. b–e, Plots of the evolution of the band structure of the Hamiltonian in equation (3) along the line 
ky"="0, with N ¼ 0:5ẑ

I
, t1"="1 and t2"="0.10, following the changing of the Zeeman field, which is taken to be |BZ|"="0 (b), 0.4 (c), BðcÞZ # 0:6245

I
 (d) and 0.8 

(e). The Chern numbers (indicated by the respective colours) of the two lowest bands switch from {−1, −1} to {−1, +1} as |BZ| is increased across the 
phase boundary.
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for the same chiral spin liquid even at Jχ = 0. On the square lattice,  
Nielsen et al.19 studied the antiferromagnet with first- (J1) and sec-
ond- (J2) neighbour exchange and a non-zero Jχ, and found evidence 
for the chiral spin liquid at quite small values of Jχ, but in relatively 
small system sizes. These strong effects of a small Jχ can be under-
stood by the proximity to a critical spin liquid at which an infini-
tesimal Jχ is a relevant perturbation. The phase diagram we propose 
for the square-lattice J1−J2−Jχ antiferromagnet is summarized in 
Fig. 1, and the critical spin liquid is realized by the deconfined criti-
cal point at Jχ = 0 between the Néel and valence bond solid (VBS) 
states. Recent analyses20 have shown that a relevant Jχ at this critical 
point does indeed lead to semion topological order. At such a criti-
cal point, there is a discontinuous jump in the thermal Hall conduc-
tivity κxy at low T from κxy/T = 0 at Jχ = 0 to jκxy=Tj ¼ ðπ=6Þðk2B=ℏÞ

I(ref. 21; where kB is the the Boltzmann constant) at infinitesimal Jχ, 
and we use proximity to this discontinuity to obtain the enhanced 
thermal Hall response in the Néel state. We show that turning on 
Jχ at values of J2/J1 smaller than at the deconfined critical point (for 
example, along the red arrow in Fig. 1) leads to a state with coexist-
ing Néel and semion topological order across a new quantum criti-
cal phase boundary whose universal theory is obtained below. See 
the Methods for further discussion of Fig. 1.

Our analysis starts from a model20 of the square-lattice Néel state 
as the confining phase of an SU(2) gauge theory of fluctuations 
about a ‘π-flux’ mean-field state22. In this formulation, the spins are 
represented by fermionic spinons fiα, via Si ¼ ð1=2Þf yiασαβfiβ

I
, where 

σ are the Pauli matrices, and summation over α and β (α,β = ↑,↓) is 
implied. This spinon representation induces an SU(2) gauge sym-
metry23, and a full treatment requires careful consideration of the 
associated SU(2) gauge field. However, much can be learnt from a 
mean-field theory in which we ignore the SU(2) gauge fluctuations; 
we analyse such a mean-field theory now, and turn to the gauge 
fluctuations later.

Mean-field theory
After inserting the spinon representation of Si in H, and a mean-
field factorization respecting lattice and gauge symmetries, we 
obtain the quadratic spinon Hamiltonian20,24–26

Hf ¼ "
P
i< j

tijf
y
iαfjα þ t*ijf

y
jαfiα

! "

" 1
2

P
i

BZ þ ηiNð Þ & f yiασαβfiβ:
ð3Þ

The pattern of the hopping matrix elements tij is shown in Fig. 2a.
The first-neighbour hopping, t1, arises from factoring the 

exchange couplings in H1. The second-neighbour hopping, ±it2, 
arises from Jχ, and has the same symmetry as the orbital coupling 
of the underlying electrons to the magnetic field orthogonal to the 
plane of the square lattice. We have assumed a non-zero Néel order, 
and this leads to the N term after factoring H1; η = ±1 has opposite 
signs on the two checkerboard sublattices of the square lattice. The 
Zeeman term minimizes the energy of the square-lattice antiferro-
magnet when the Néel order is orthogonal to the magnetic field, 
so we take BZ ⋅ N = 0; the BZ term is not essential to the topological 
and field-theoretic considerations below, but could be important in 
understanding the experimental role of the applied field. Many key 
results follow from a consideration of the topology of the spinon 
band structure implied by Hf. Our choice of tij in Fig. 2a and ηi leads 
to a unit cell with two sites. Combined with the spin label α, we 
obtain a total of four spinon bands, which are half-filled. The key 
discriminant is the net Chern number of the occupied bands. When 
this is zero, there will be no Chern–Simons term in the theory for 
gauge fluctuations, leading to confinement and a conventional 
Néel state. However, when the net Chern number is 2, we obtain a 
Chern–Simons term and a state with semion topological order (as 
argued in ref. 20) coexisting with the Néel order here, because N ≠ 0; 
this state has gapped excitations with semionic statistics, along with 
the conventional spin–wave modes of the Néel state. In this manner, 
we obtain the mean-field phase diagram shown in Fig. 3a.

The evolution of the band structure across the phase boundary 
in Fig. 3a is shown in Fig. 2b–e. Note the appearance of two massless 
Dirac fermions at the critical point. Away from the critical point, 
these fermions acquire a common Dirac mass, which has opposite 
signs in the two phases.

Next, we compute κxy across the phase boundary in Fig. 3a. The 
results are shown in Fig. 3b. Denoting the Berry curvature by Ωnk for 
each band n = (1, …, 4), κxy is given by27

κxy ¼ "
k2B
ℏT

Z
dεε2σxyðεÞf 0ðεÞ ð4Þ

where σxyðεÞ ¼ $
R
εnk < εd

2kΩnk=ð4π2Þ
I

 is ħ/e2 times the Hall con-
ductivity, and f(ε) is the Fermi distribution function at energy ε. The 
corresponding Chern number is

Cn ¼
1
2π

Z
d2kΩnk 2 Z ð5Þ

As T approaches 0,
κxy
T

¼ "
πk2B
6ℏ

X

n2 filled bands

Cn ð6Þ

Consequently, κxy=T ! ðπ=3Þðk2B=ℏÞ
I

 as T approaches 0 in the 
phase with topological order; quantum gauge fluctuations, to be 
discussed, will change the prefactor (π/3) to the exact quantized 
value (π/6) in this phase. In the other phase, κxy/T varies non-mono-
tonically as T is lowered, and eventually vanishes as T approaches 
0 because the occupied bands have opposite Chern numbers. 
Note the bifurcation in the T dependence at the phase boundary. 
Exactly on the phase boundary, the present mean-field theory yields 
κxy=T ! ðπ=6Þðk2B=ℏÞ
I

 as T approaches 0; this value is expected to 
have universal corrections from gauge fluctuations by some non-
rational renormalization factor28.

Fig. 1 | Schematic of proposed phase diagram of H1!+!HB at BZ!=!0. (See 
Fig. 3a for a phase diagram with non-zero BZ.) By varying the first, J1, 
and second, J2, nearest-neighbour exchange interactions and the orbital 
coupling Jχ in equation (2), the antiferromagnet on the square lattice 
shows phases with combinations of Néel, VBS and chiral spin liquid (CSL) 
topological order. The phase boundaries are presumed to meet at an 
SO(5)-symmetric (near) critical point at which Jχ is a relevant perturbation, 
and the phase boundaries all scale as Jχ ! jJ2 " J2cjλχ=λ2

I
; we expect 

λχ/λ2">"1. Here, we imagine starting from the Néel state at zero magnetic 
field (Jχ"="0), close to the boundary of the VBS order such that a small 
value of field-induced Jχ can already drive the system close to the phase 
boundary with Néel"+"CSL (indicated by the red arrow). The existence 
of an SO(5) critical point is not a precondition for a continuous Néel to 
Néel"+"CSL transition.
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We plot the field dependence of κxy within the Néel phase in 
Fig. 3c–e along the dashed lines in Fig. 3a. Note that κxy is a nearly 
linear function of the field, with a slope that is enhanced as we 
approach the phase boundary of the state with semion topological 
order.

Gauge theories and dualities
We now discuss universal properties of the quantum phase  
transition in Fig. 3a and the lower phase boundary in Fig. 1. This 
critical theory has four different dual formulations, summarized  
in Fig. 4.
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Fig. 3 | Phase diagram and thermal Hall conductivity of spinon mean-field theory. a, The two different phases of Hf in equation (3) are shown as a 
function of it2 (see Fig. 2a) and |BZ|. Here, we take N ¼ 0:5ẑ

I
 and measure all energies in units of t1. As discussed in the main text, it2 is induced by the 

orbital coupling of the magnetic field. Both t2 and |BZ| are linear functions of the applied magnetic field, and the dashed purple lines show three possible 
trajectories for which we plot the field dependence of κxy in c–e for different T. b, Temperature dependence of the mean-field κxy as t2 is tuned across the 
phase boundary; the corresponding discrete values of |BZ| and t2 are indicated by green dots in a. The quantized value of the ordinate in the topological 
phase is π/3, and the bifurcation point as T approaches 0 is at π/6. Both values are corrected by gauge fluctuations (the exact quantized value in the 
topological phase is π/6). c–e, Field dependence of κxy for different T for the trajectories noted in a when |BZ|"≡"50t2 (c), 7t2 (d) and t2 (e).

Fig. 2 | Ansatz and spectrum of spinon Hamiltonian. a, t1 (black) and t2 (red) hopping matrix elements for the spinon mean-field Hamiltonian in 
equation (3) on the square lattice formed by the Cu atoms (indicated in brown). The applied magnetic field induces a non-zero hopping it2, and there is 
a uniform π/2 flux through each elementary triangle. b–e, Plots of the evolution of the band structure of the Hamiltonian in equation (3) along the line 
ky"="0, with N ¼ 0:5ẑ

I
, t1"="1 and t2"="0.10, following the changing of the Zeeman field, which is taken to be |BZ|"="0 (b), 0.4 (c), BðcÞZ # 0:6245

I
 (d) and 0.8 

(e). The Chern numbers (indicated by the respective colours) of the two lowest bands switch from {−1, −1} to {−1, +1} as |BZ| is increased across the 
phase boundary.
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The coupling to scalar spin chirality can come from DM interaction or from higher  
order perturbation of Hubbard model. The former is tied to the direction of DMI  
and is probably not a uniform coupling, the later is uniform. 
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hand, some high-energy features in the magnetic excita-
tion are not fully explained within the spin-wave theory
alone [49, 50], which in turn prompted speculations about
residual spinon excitations in the Heisenberg model [51].
Overall it is fair to say that at this point, spinons as
low-energy excitations in square-lattice quantum antifer-
romagnet has quite weak experimental support. On the
other hand, the two quasiparticles - magnons and spinons
- give contrasting predictions in regard to their behav-
ior under the magnetic field. In the spin-wave scenario,
a magnon gap inevitably opens and suppresses magnon
contribution to transport. For the spinon-based scenario,
as demonstrated here, linear growth of the response func-
tion 

xy

/T with the field is natural. The diagonal spinon
hopping term ⇠ h2 necessary for the opening of the gap,
the existence of Berry curvature, and ultimately the ther-
mal Hall transport, all seem closely related to the spin
chirality correlation, given that the latter quantity scales
with h2 in our model. In turn, including the three-spin
exchange interaction on top of the Heisenberg interaction
might be a necessary ingredient for the complete under-
standing of magnetic dynamics in undoped cuprates.

If the spinon excitations indeed play a role in the
thermal transport in the antiferromagnetic phase of the
cuprates, they must have manifestations on other probes
such as inelastic neutron scattering and heat capacity
measurement. Calculations of such physical quantities
within the same spinon scenario, coupled with critical re-
examination of past experiments in light of such theory,
might shed further light on the true nature of low-energy
excitations in the undoped cuprates. Thermal Hall
measurement on other square-lattice antiferromagnets
will be a nice cross-check on the observed e↵ect in the
cuprates as well.

Note added: Spinon theory of thermal Hall e↵ect in

magnets with Dzyaloshinskii-Moriya interaction was also
advanced in a recent preprint [52] and applied to the
Kagome lattice. We also mention a preprint by Chat-
terjee et al. [53] which also used the ⇡ flux spinon as a
starting point. A key ingredient is the term J

�

P
4 S

i

·
(S

j

⇥ S
k

) in their Eq. (2), where J
�

is proportional to
the magnetic flux through a triangular plaquette. This
term generates a net chirality which produces a ther-
mal Hall e↵ect. We had considered this term in the
last section but did not discuss it further because of
the very small magnitude. One can make an estimate
of J

�

using the t/U expansion by Motrunich [48], to
find J

�

= �48⇡(t2t2/U2)(�/�0) where �0 = hc/e =
2.07 ⇥ 10�15Wb is the flux quantum, and � = BA0 is
the magnetic flux through a triangular plaquete of area
A0 ⇡ (3.8Å)2/2 for the cuprate. At B = 10T we find
�/�0 ⇡ 3.5 ⇥ 10�4. Further using commonly accepted
values of t2 = �0.3t , U = 8t and J = 4t2/U , we find
J
�

⇡ 5.6 ⇥ 10�4J at B = 10T. The use of a smaller
e↵ective U may increase this number a bit, but in any
case a very small number is expected for J

�

, due to the
small ratio �/�0. As we emphasized in this paper, the
unexpected nature of the experimental data means that
all avenues should be explored. Nevertheless, the small
value of this term should be kept in mind. The assumed
proximity to a quantum critical point also makes it chal-
lenging to explain the linear B dependence of 

xy

ob-
served over a large range from 5T to 15T.
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Quote from Consideration of Thermal Hall E↵ect in Undoped Cuprates
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A recent observation of thermal Hall e↵ect of magnetic origin in underdoped cuprates calls for
critical re-examination of low-energy magnetic dynamics in undoped antiferromagnetic compound
on square lattice, where traditional, renormalized spin-wave theory was believed to work well. Using
Holstein-Primako↵ boson formalism, we find that magnon-based theories can lead to finite Berry
curvature in the magnon band once the Dzyaloshinskii-Moriya spin interaction is taken into account
explicitly, but fail to produce non-zero thermal Hall conductivity. Assuming accidental doping by
impurities and magnon scattering o↵ of such impurity sites fails to predict skew scattering at the level
of Born approximation. Local formation of skyrmion defects is also found incapable of generating
magnon thermal Hall e↵ect. Turning to spinon-based scenario, we write down a simple model by
adding spin-dependent diagonal hopping to the well-known ⇡-flux model of spinons. The resulting
two-band model has Chern number in the band structure, and generates thermal Hall conductivity
whose magnetic field and temperature dependences mimic closely the observed thermal Hall signals.
In disclaimer, there is no firm microscopic basis of this model and we do not claim to have found
an explanation of the data, but given the unexpected nature of the experimental observation, it is
hoped this work could serve as a first step towards reaching some level of understanding.

I. INTRODUCTION

Traditional views on Hall e↵ect have undergone dra-
matic changes over the past several decades, most promi-
nently thanks to the observation of quantized Hall ef-
fect in two-dimensional electronic systems and subse-
quent realization that it is the band topology, rather
than the magnetic field itself, that determines the Hall
response of electronic systems [1, 2]. It became mani-
fest over the years, both theoretically and experimentally,
that even non-electronic systems support Hall-like trans-
port of their elementary excitations such as photons [3],
phonons [4, 5], magnons [6–9, 11–15], and triplons [16]
due to the topological character in their respective band
structures or the emergent magnetic field governing their
dynamics. More recently, there is growing experimental
evidence of Hall-like heat (thermal) transport in mag-
netic materials that remain in paramagnetic, spin-liquid-
like phases [17–21]. The physical picture regarding the
origin of Hall-like phenomena for such correlated para-
magnetic insulators remains poorly understood, as the
Berry curvature e↵ect only pertains to the band pic-
ture of weakly interacting quasiparticles. Schwinger-
boson mean-field approximation was introduced in Refs.
[21, 22] as a way to partly address the Hall e↵ect in the
paramagnetic phase. Magnetic materials exhibiting the
thermal Hall e↵ect are typically frustrated, with the py-
rochlore or the kagome lattice structure [7, 8, 17–21] re-
sponsible for the geometric frustration, or possess signif-
icant amount of Kitaev-type interaction leading to the
emergence of novel Majorana excitation [20].

⇤
Electronic address: hanjemme@gmail.com

†
Electronic address: palee@mit.edu

With this background, the recent observation of signif-
icant thermal Hall signal in the family of cuprate com-
pounds comes as a surprise [23]. A few salient features of
the experiment may be summed up. First, the undoped
antiferromagnetically ordered compound La2CuO4 ex-
hibits large thermal Hall conductivity 

xy

in the absence
of electronic charge carriers. Phonon-related origin of 

xy

is ruled out, on the ground that the spin-phonon scatter-
ing seems too weak to account for the large 

xx

value
in the cuprates, and that the weak (strong) magnetic
field dependence of the longitudinal (transverse) thermal
conductivity 

xx

(
xy

) seems at odd with the phonon
scenario. Furthermore, 

xy

is reduced in magnitude as
doping increases, and even undergoes a sign change at
some finite temperature, reflecting a mixed contribution
of electronic and magnetic origins upon doping. For
underdoped (and presumably undoped) La2�x

Sr
x

CuO4,
the Hall e↵ect is almost linear in the applied magnetic
field B. Magnons, on the other hand, must have an en-
ergy gap increasing with B and lead to the suppressed
Hall e↵ect at largerB field. A general picture thus emerg-
ing is that the underdoped antiferromagnetic compound
might have some non-trivial magnetic correlations, which
are presumably gapless and revealed by the applied mag-
netic field through the transverse heat conduction.

What are the quasiparticles responsible for the ob-
served transverse heat conductivity? First of all, the
magnon in the experimental system has a sizable gap [23].
Second, even assuming this gap to be small, we expect
the gap to grow with magnetic field, whereas the thermal
Hall e↵ect initially increases with applied field. There
are other objections arising from purely theoretical con-
sideration, such as the “no-go” theorem [6], disfavoring
the formation of topological Hall e↵ect in un-frustrated
square-lattice magnets. A way round this “theorem” was
invented recently [24], by adopting a model complicated
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Effect of the external magnetic field 3

FIG. 1. (Color online.) (a) The diamond lattice (in thin line) and its dual diamond lattice (in thick line). The physical spin
is located in the mid of the link on the diamond lattice. The spinons (“monopoles”) hop on the diamond (dual diamond)
lattice. The colored dots correspond to the tetrahedral centers of the pyrochlore lattice. (b) Every buckled hexagon on the
dual diamond lattice traps a “⇡” background dual U(1) flux that is experienced by the “monopole” hopping. “I” and “II” refer
to the two sublattices of the dual diamond lattice. In (c) and (d), the background flux trapped in the (dashed) parallelogram
is identical to the flux in the (colored) buckled hexagon.

degrees of freedom. For the non-Kramers doublet, the
INS measurement would merely pick up the Sz corre-
lator and thus measure the correlation function of the
emergent electric field. It was then shown, within the
low-energy Maxwell field theory, that the spin correla-
tion corresponds to the electric field correlator5,36,44,

hEµ

�q,�!

E⌫

q,!i ⇠ [�
µ⌫

� qµq⌫

q2
]!�(! � v|q|), (6)

where v is the speed of the photon mode. Apart from the
angular dependence, the spectral weight of the photon
mode is suppressed5,36 as the energy transfer ! ! 0.

III. THE LOOP CURRENT OF “MAGNETIC
MONOPOLES”

The well-known result of the photon modes in the
INS measurement was obtained by considering the low-
energy field theory that describes the long-distance quan-
tum fluctuation within the spin ice manifold. The actual
spin dynamics, that is captured by the Sz correlation in
the INS measurement, operates in a broad energy scale
up to the exchange energy and certainly contains more
information than just the photon mode from the low-
energy Maxwell field theory. What is the other informa-
tion hidden behind? To address this question, we have
to leave the low-energy Maxwell field theory and include
the gapped matters into our consideration.

The gapped matters are spinons and “magnetic
monopoles”. The spinons are sources and sinks of the
emergent E field and live on the diamond lattice sites
or the tetrahedral centers. These spinon are excitations
out of the spin ice manifold and are created by the Sx

or Sy operator. For the non-Kramers’ doublet systems,
the neutron scattering does not allow such spin-flipping
processes. So we turn to the “magnetic monopoles”.
The “magnetic monopole” is the source or the sink of

the emergent B field and is the excitation within the
spin ice manifold. Since the “magnetic monopole” is lo-
cated on the dual diamond lattice site (see Fig. 1), to
make the “magnetic monopole” explicit, one needs to do
a duality transformation on the lattice gauge Hamilto-
nian H

LGT

13,44,55. This standard procedure yields the
following dual theory

H
dual

= �t
X

hRR0i

e�i2⇡↵RR0�†
R�R0 � µ

X

R

�†
R�R

+
U

2

X

7⇤

(curl↵� ⌘r
2
)2 �K

X

hRR0i

cosBRR0 + · · · ,(7)

where �†
R (�R) creates (annihilates) the “magnetic

monopole” at the dual diamond lattice site R, “7⇤” is
the hexagon on the dual diamond lattice, “t” is the
“monopole” hopping, and “· · · ” refers to the “monopole”
interaction. Here ↵ is the dual U(1) gauge field that lives
on the links of the dual diamond lattice, and curl↵ is de-
fined as

curl↵ ⌘
X

RR027⇤

 ↵RR0 (8)

and is simply the electric field going through the center of
the hexagon plaquette on the dual diamond lattice. This
dual model describes the coupling between the “magnetic
monopoles” and the fluctuating dual U(1) gauge fields,
and is the starting point to explore the dynamics of the
“magnetic monopoles”. For our purpose to capture the
generic spectral structure of the “monopole” dynamics,
we here keep only the nearest-neighbor “monopole” hop-
ping.
Since the neutron picks up the Sz component for

non-Kramers doublets, we want to find what kind of
“monopole” operators in the dual theory correspond to
the Sz component. Since this is a gauge theory, only
gauge invariant quantity is physical according to Elitzur’s

HZeeman = ~B ·
X

i

Sz
i ẑi

The weak magnetic field polarizes Sz slightly, and thus modifies  
the background electric field distribution. This further modulates  
monopole band structure, creating “Hofstadter” monopole band,  
which may be detectable in inelastic neutron.
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Sz ⇠ E (emergent electric field)

Duality
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for the “magnetic monopoles”. The external magnetic

field, that couples linearly with the spins through a sim-
ple Zeeman coupling, polarizes the internal electric field
and thereby modifies the dual U(1) gauge flux that is ex-
perienced by the “magnetic monopoles”. This coupling
between the internal variable and the external field e↵ec-
tively generates an emergent Lorentz forces on the “mag-
netic monopoles” and creates a TTHE in the system. The
dual Hamiltonian for the “magnetic monopoles”, that
captures this e↵ect, is given as

H
dual

=� t
X

rr0

�†
r�r0e

�i2⇡arr0 � µ
X

r

�†
r�r

+
X

rr

0

U

2
(curl a� Ē

rr

0)2 �K
X

rr0

cosBrr0

(1)

where the first line describes the hopping of the “mag-
netic monopoles” on the dual diamond lattice and min-
imally couples to the dual dynamical U(1) gauge field,
and the second line is the Maxwell term of the U(1) gauge
field. The external magnetic field modifies the dual U(1)
gauge flux in the above equation and generates the TTHE
for the “magnetic monopoles”. The detailed description
is explained in Sec. III.

Thermal Hall e↵ect has been measured and detected
in the quantum spin ice materials Tb

2

Ti
2

O
7

4 and
Yb

2

Ti
2

O
7

5. In Tb
2

Ti
2

O
7

, the Tb3+ ion carries a non-
Kramers doublet, although the crystal field gap is rel-
atively small among the rare-earth pyrochlore magnets.
In Yb

2

Ti
2

O
7

, the Yb3+ ion carries a Kramers doublet.
In this paper, we first deliver our theory with the non-
Kramers doublets for the pyrochlore ice U(1) QSL and
then explain the extension to the Kramers doublets. Al-
though we start with the spin ice manifold, our results
do not rely on the proximity of the spin ice configuration.
As long as the pyrochlore U(1) QSL is realized, our re-
sults would be applicable, regardless whether the system
is close or not close to the spin ice manifold.

The remaining parts of the paper are organized as fol-
lows. In Sec. II, we construct the dual lattice gauge
theory for the pyrochlore U(1) QSL and introduce the
“magnetic monopole” degrees of freedom into the for-
mulation. In Sec. III, we present the induction of dual
U(1) gauge flux through Zeeman coupling. The ther-
mal Hall current for the “magnetic monopoles” under a
temperature gradient is analyzed in Sec. IV. In Sec. ??,
we calculate the thermal Hall conductivity for a mean-
field monopole Hamiltonian with an induced dual U(1)
gauge flux. Sec. ?? contains a semiclassical theory of the
monopole thermal Hall e↵ect under a general magnetic
field. We compare our results with other QSLs in Sec. V
and give a detailed discussion about the expectation for
di↵erent pyrochlore magnets. The details of derivations
are presented in Appendixes.

Excitations (notation 1) Excitation (notation 2)

Spinon Magnetic monopole

“Magnetic monopole” Electric monopole

Gauge photon Gauge photon

TABLE I. Correspondence between two di↵erent notations
for the elementary excitations in pyrochlore U(1) QSL. “Mag-
netic monopole” is sometimes referred as visons in some litera-
ture. Usually vison refers to the Z

2

flux for the Z
2

topological
order in 2+1D and is also known as “m” particle in Kitaev’s
toric code model.

II. “MAGNETIC MONOPOLES’ FROM DUAL
LATTICE GAUGE THEORY

There are two microscopic and realistic spin models
to realize the pyrochlore U(1) QSL. Due to the spin-
orbit entangled nature of the relevant rare-earth ion, the
spin models are high anisotropic. One generic model
applies to both usual Kramers doublets such as Yb3+

ion in Yb
2

Ti
2

O
7

and Er3+ ion in Er
2

Ti
2

O
7

and non-
Kramers doublet like Pr3+ ion in Pr

2

Zr
2

O
7

and Tb3+

ion in Tb
2

Ti
2

O
7

. The other model, known as the XYZ
model, applies to the dipole-octuple doublets such as
Nd3+ ion in Nd

2

Zr
2

O
7

and Ce3+ ion in the QSL candi-
dates Ce

2

Sn
2

O
7

and Ce
2

Zr
2

O
7

. Both these two models
have a XXZ model limit. Since the XXZ model on a py-
rochlore lattice supports a pyrochlore quantum ice U(1)
QSL, from the stability of this phase it is expected that,
this pyrochlore quantum ice U(1) QSL would generically
occur for these general spin models. Although theoretical
approaches have been started from the Ising regime and
applying degenerate perturbation theory, the stability of
the pyrochlore U(1) QSL goes beyond the perturbative
Ising regime. Therefore, we adopt the notion of “py-
rochlore U(1) QSL”. For the convenience of the presenta-
tion, in this section, we first start from the ring exchange
model that is obtained from the realistic spin model by
the degenerate perturbation theory for the Ising limit. It
will be a general discussion, and we do not need to spec-
ify whether the local moment is a Kramers doublet or
non-Kramers doublet. We will carry out a duality trans-
formation to make the “magnetic monopoples” explicit.
The pyrochlore U(1) QSL for the e↵ective spin-1/2 mo-

ments can be accessed by a ring exchange model

H
ring

=� K

2

X

7
p

(⌧+
1

⌧�
2

⌧+
3

⌧�
4

⌧+
5

⌧�
6

+H.c.) (2)

where K is a renormalized energy scale for the low-
energy e↵ective theory. Here the spin operators are
⌧±
i

= ⌧x
i

± i⌧y
i

. The z-direction is defined locally along
h111i-direction of each site (see Appendix D for de-
tails). An elementary hexagon 7

p

is formed by six sites
i = 1, ..., 6 on the pyrochlore lattice, and the subindex “p”
refers to the pyrochlore lattic.e One can transform the
ring exchange model into a compact U(1) lattice gauge

3

FIG. 2. (Color online.) Diamond lattice (in gray line) and the
dual diamond lattice (in red line). The physical spin is located
in the middle of the link on the diamond lattice. The diamond
lattice is formed by the tetrahedral centers of the original
pyrochlore lattice. The spinons (“magnetic monopoles”) hop
on the diamond (dual diamond) lattice. The colored balls
correspond to the position of “magnetic monopoles”.

theory (LGT)6,7,

H
LGT

=�K
X

7
d

cos
⇥

curlA
⇤

+
U

2

X

rr

0

�

E
rr

0 � ✏
r

2

�

2

(3)

by introducing a pair of conjugated lattice gauge field,
i.e. electric field E

rr

0 = ⌧z
i

+ 1/2 and vector gauge field
e±iA

rr

0 = ⌧±
i

. These gauge fields are defined on a nearest-
neighbor diamond links rr0. The pyrochlore site i lives at
the middle point of the link rr0. Two distinct sub-lattices
r(2 I), r0(2 II) reside at the center of two corner shar-
ing tetrahedra of the pyrochlore lattice. E

rr

0 (integer-
valued) and A

rr

0 (2⇡-periodic) form a pair of conju-
gated fields satisfying [E

rr

0 , A
r1r

0
1
] = i�

rr1,r
0
r

0
1
. The lat-

tice curl consists of summation over a diamond hexagon
curlA =

P

rr

027
d

A
rr

0 . Here 7
d

refers to the elemen-
tary hexagon on the diamond lattice formed by the
tetrahedral centers of the pyrochlore lattice. Addition-
ally, an electric field sti↵ness U term is added where
✏
r

= +1(�1), r 2 I(II). In the large U limit, the Hilbert
space of the LGT is properly casted back to the micro-
scopic spin-1/2 local moment. In the low energy and long
distance limit, the actual U is renormalized compared to
the original lattice level.

“Magnetic monopole” is the topological defect of emer-
gent U(1) gauge potential and is the source and sink of
the emergent “magnetic” fields. Unlike the spinons that
reside on the tetrahedral centers of the pyrochlore lattice
(or the diamond lattice sites), the “magnetic monopoles”
hop on the dual diamond lattice. In the above elec-
tric field and gauge field representation, the “magnetic
monopole” variable is not explicit. An electromagnetic
duality transformation is performed on the LGT to ex-
pose this variable6,8. Although this is covered in the lit-
erature extensively, some steps of the derivation are not

mathematically rigorous. We carry out this calculation
in the Appendix A, B with a special care for the dia-
mond lattice structure. The result has been presented in
Eq. (1), where r, r0 represent dual diamond lattice sites as
plotted in Fig. 2. The dual theory describes the “mag-
netic monopole” �r hops on the dual diamond lattice
and minimally couples to a dual U(1) gauge field. The
dual gauge field arr0 (real-valued) and magnetic field Brr0

(2⇡-periodic) are defined on the link rr0 of dual diamond
lattice,

curl a ⌘
X

rr027⇤
d

arr0 = E
rr

0 � E0

rr

0 ,

Brr0 = curlA ⌘
X

rr

027
d

A
rr

0 ,
(4)

where the dual hexagon is labelled by 7⇤
d

. The com-
mutation relation is satisfied [Brr0 , ar1r01 ] = i�rr1,r0r01 . An
electric field distribution is defined as the combination of
a background electric field and o↵set,

Ē
rr

0 =E0

rr

0 � ✏
r

2
. (5)

The background electric field is fixed at one particular
2-in-2-out spin-ice configuration, e.g.

E0

r,r+✏

r

e0
=E0

r,r+✏

r

e1
= ✏

r

,

E0

r,r+✏

r

e2
=E0

r,r+✏

r

e3
= 0.

(6)

III. INDUCTION OF DUAL U(1) GAUGE FLUX
BY ZEEMAN COUPLING

The pyrochlore U(1) QSL is in the deconfined phase of
the 3+1D LGT. It supports both deconfined spinons and
deconfined “magnetic monopoles”, as well as the gapless
U(1) gauge photon. In the inelastic neutron scattering
experiments, these would correspond to the continuous
excitations in the spectrum. The content of the contin-
uum is actually connected with the nature of the local
moments. This was elucidated in Refs. 8? . Moreover,
the spectral structure of the continuum is tied to the sym-
metry fractionalization of the spinons and “monopoles”.
While these results are quite useful, they are all conse-
quences of the deconfinement and fractionalization, not
the direct evidence of the matter-gauge coupling. To mo-
tivate this question, one can think about the case for elec-
trons. The Coulomb interaction between the electrons is
the consequence of the facts that the electron carries the
U(1) gauge charge and the photon mediates the inter-
action through the electron-photon coupling. The elec-
tromagnetic coupling of the electrons can be revealed for
example through the quantum oscillation of a metal in
external magnetic fields. This is Landau level physics
due to the orbital e↵ect of magnetic fields. For our case,
the “magnetic monopole” is coupled to the internal dual
U(1) gauge field, and the “magnetic monopole” is bosonic
and gapped. So there does not exist the usual quantum

4

oscillation. Moreover, the internal U(1) gauge flux is not
obviously tunable. Our key observation is that the exter-
nal field could generate an internal dual U(1) gauge flux
for the “magnetic monopoles”. This is already pointed
in Sec. 1. In the following, we explain this point with
non-Kramers doublets.

For non-Kramers doublets, only the local z component
of the e↵ective spin is odd under time reversal symmetry.
The coupling to the external field is quite simple and is
given as

H
Zeeman

=� gµ
B

H
0

X

i

(n̂ · ẑ
i

)⌧z
i

'� gµ
B

H
0

X

i

(n̂ · ẑ
i

)(curl a
rr

0 � Ē
rr

0),
(7)

where the first line is written with the microscopic spin
language while the second line is expressed in terms of the
emergent variables for the pyrochlore U(1) QSL phase.
Here the bond (rr0) on the diamond lattice is identical to
the pyrochlore lattice site i, and n̂ defines the direction of
the magnetic field. If the external field is weak such that
the U(1) QSL is preserved, this coupling will generate an
internal dual U(1) gauge flux. The observation is that,
the external field modifies the internal dual U(1) gauge
flux and thereby generates an emergent Lorentz force on
the “magnetic monopoles”. The motion of the “magnetic
monopoles” will be twisted by the induced dual gauge
flux, giving rise to the TTHE of “magnetic monopoles”.
This would be a direct manifestion and unbaised signa-
ture of the emergent “monopole”-gauge coupling. This is
somewhat analogous to the Lorentz force for the electron
motion on the lattice, except that the Lorentz force here
is emergent and arises from the induction of the internal
dual gauge flux via the Zeeman coupling. Moreover, the
Zeeman coupling depends sensitively on the local crys-
tal field axis, and thus the induced flux depends on the
lattice geometry and the field orientation, i.e. hcurl ai is
related to the induced local magnetization h⌧zi. With-
out the field, the dual U(1) gauge flux is ⇡ for the ele-
mentary hexagon on the dual diamond lattice. The field
breaks the time reversal symmetry and shifts the dual
U(1) gauge flux from ⇡ with

2⇡hcurl a0
rr

0i = ⇡ + 2⇡�z

rr

0 mod(2⇡). (8)

Here a0
rr

0 represents a gauge choice for the back-
ground gauge flux. The mean-field Hamiltonian for the
“monopoles” is then given as

H
MF

=� t
X

rr0

e�i2⇡a

0
rr0�†

r0�r � µ
X

r

�†
r�r, (9)

where the gauge fluctuation has been ignored.

IV. TOPOLOGICAL THERMAL HALL EFFECT

In previous sections, we have explained our ideas
and the physical origin of the TTHE for the “magnetic

monopoles”. Here we further establish the theoretical
framework to compute the TTHE and make specific pre-
dictions for the experiments.

A. General framework

To get information out of the twisted motion of the
“magnetic monopoles”, we perturb the system with a
temperature gradient within the horizontal plane. In the
standard linear response theory, the small external per-
turbation appears in the Hamiltonian. Nevertheless, the
e↵ect of the temperature gradient T (r) ' T

0

[1 �  (r)]
takes place in the Boltzmann factor, i.e.

e�H/kBT (r) ' e�[1+ (r)]H/kBT0 . (10)

Theoretical framework tackling with this problem was
first proposed by Luttinger11. By coupling the Hamil-
tonian with a pseudo-gravitational potential  (r), they
are able to incorporate the temperature gradient into a
perturbed Hamiltonian H̄(r) = [1 +  (r)]H.
We start from the mean-field Hamiltonian in Eq. (9),

and treat the dual diamond lattice structure carefully.
The pseudo-gravitational potential  r couples with an
energy density operator Hr on the dual lattice sites from
the I sublattice,

H̄ =
r2type�I

X

r

(1 +  r)Hr, (11)

where the energy density operator is at a dual site r is
defined as

Hr =
X

r02r

n

� t

2
e�i2⇡arr0�†

r0�r � µ
X

r

�†
r�r

o

(12)

where the summation is over four nearest neighbor dual
sites r0 2 r, which are labelled in Fig. 2. The energy den-
sity is not modified following the above convention. Since
four nearest neighbors necessarily belong to the type-II
sites. We work through the lattice version of continuity
equation for the energy density operator,

Ḣr +
X

r02r

J E

rr0 = 0 (13)

thus, obtained the modified energy current operator12,13,
J E

rr0 = (1+ r0)J 0,E

rr0 . J 0,E

rr0 representing the origin energy
current takes a form,

J 0,E

rr0 =t2
X

r12r0

i�†
r�r1e

i2⇡(arr0+ar0r1 ) +H.c. (14)

We rewrite the energy current in terms of the position of
a “magnetic unit-cell” ri

JE

1

(i) =
⇥

JE

0

(i)ri
⇤ ·r (15)
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“Magnetic monopole” is an exotic quantum excitation in pyrochlore U(1) spin liquid, and its
emergence is purely of quantum origin and has no classical analogue. We predict topological thermal
Hall e↵ect (TTHE) of “magnetic monopoles” and deliver this prediction for non-Kramers doublets.
We observe that, when the external magnetic field polarizes the Ising component of the local moment,
internally this corresponds to the induction of emergent dual U(1) gauge flux that is experienced by
magnetic monopoles. The motion of magnetic monopoles is twisted by the induced dual gauge flux.
This emergent (dual) Lorentz force on “magnetic monopoles” is the fundamental origin of TTHE.
Therefore TTHE would be a direct evidence of the monopole-gauge coupling and the emergent U(1)
gauge structure in pyrochlore U(1) spin liquid. Our result does not depend strongly on the choice
of non-Kramers doublets, and can be well extended to Kramers doublets. Our prediction can be
readily tested among the pyrochlore spin liquid candidate materials. We give a detailed discussion
about the expectation for di↵erent pyrochlore magnets.

I. INTRODUCTION

Emergent gauge structure and theory comprise an im-
portant subject in modern condensed matter physics,
particularly for strongly correlated quantum matter. It
is this theory that underlies the unified gauge theory de-
scription of fractional quantum Hall e↵ect and quantum
spin liquids (QSLs). While the understanding of frac-
tional quantum Hall e↵ect does not initially rely on the
introduction of the Chern-Simons gauge theory, the mod-
ern understanding of QSLs has been greatly advanced by
various lattice gauge theories. To confirm QSLs in a re-
alistic quantum material, one has to establish the pres-
ence of the emergent gauge structure and the associated
fractionalized quantum particles. This requires a mutual
feedback between theories and experiments. More pre-
cisely, one needs to understand how the emergent gauge
structure manifests itself in the actual experiments. In a
more progressive manner, it would be beneficial to pro-
vide some level of controllability or prediction of these
emergent phenomena from the understanding of the rela-
tionship between the microscopic physics and the emer-
gent gauge structure. In this e↵ort, we have proposed
ways to control the spinon band structure and then the
spinon continuum in the inelastic neutron scattering mea-
surement for several QSL candidates such as Ce

2

Sn
2

O
7

,
Ce

2

Zr
2

O
7

and YbMgGaO
4

1,2, have suggested the ori-
gin of the emergent Lorentz force from Dzyaloshinskii-
Moriya interaction for the spinons as the source of topo-
logical thermal Hall conductivity in the strong Mott in-
sulating QSLs3. Here, we turn our attention to the py-
rochlore U(1) QSL.

The pyrochlore U(1) QSL is described by the emer-
gent compact U(1) lattice gauge theory, and supports
the gapless gauge photon, gapped spinon and “mag-

netic monopole” as its elementary excitations. Many
pyrochlore materials, mainly the rare-earth pyrochlores,
have been proposed as candidates to realize this U(1)
QSL. Although many interesting experimental signatures
have been suggested, the firm establishment of pyrochlore
U(1) QSL has not yet been settled down for any ma-
terial. In this paper, we develop a theory to predict
the phenomenon of the topological thermal Hall e↵ect
(TTHE) in the pyrochlore U(1) QSL and propose it as
a positive evidence of the emergent U(1) gauge struc-
ture. Our observation stems from the physical mean-
ing of the spin variables in the U(1) QSL. It is observed
that, the Ising component of the spin works as an emer-
gent electric field in the U(1) lattice gauge theory. From
the view of the dual gauge theory, this emergent and in-
ternal electric field behaves as a dual U(1) gauge flux

FIG. 1. (Color online.) Schematic picture of the thermal Hall
e↵ect of “magnetic monopoles” on the dual diamond lattice
of the pyrochlore U(1) QSL, where the heat current is carried
by “magnetic monopoles”.

Experiments by P Ong’s group 
on Tb2Ti2O7, Science

arXiv 1904.08865 
PR Research 2020

Xiao-Tian Zhang

Gang Chen’s theory group 

Gang Chen’s theory group



Large thermal Hall effect in spin-1/2 Kagome magnets 

effect on the elementary excitations producing the thermal
Hall signal. A change in magnetic structure below T! has
also been inferred at 6 T from the change in slope of the
magnetization [23] that may be related to the disappearance
of κxyðBÞ above 6 T.
From the linear fit for κxyðBÞ [the straight lines in

Fig. 2(b)], we estimated the slope κxy=B at each temper-
ature and plotted the temperature dependence of κxy=TB
(filled symbols in Fig. 3). Below T!, we estimated κxy=TB
from κxy at 15 T (open symbols in Fig. 3). We note that
κxy=TB data below T! are shown for reference owing to the
nonlinear field dependence of κxy. Clarifying κxy below T!,
which requires the detail of the magnetic order, remains as a
future work as discussed later. We find that κxy=TB for both
Ca kapellasite samples exhibit virtually the same temper-
ature dependence. The magnitudes of κxy for both differ by
a factor of ∼2, which is mostly attributed to the ambiguity
in the estimation of the sample geometry (see the SM [30]

for more details). As seen in Fig. 3, κxy=TB increases as the
temperature is lowered, then peaks at ∼20 K followed by a
rapid decrease to zero below T!. This temperature depend-
ence, in particular the peak in jκxy=TBj, is almost the same
with that of volborthite. Remarkably, the absolute value
of κxy=TB of Ca kapellasite is also similar to that of
volborthite, whereas κxx of Ca kapellasite is about one order
of magnitude smaller than that of volborthite. Because κxx
is dominated by phonons in this temperature range, similar
jκxy=TBj magnitudes in these kagome compounds with
different κxx magnitudes suggests that the thermal Hall
effect does not come from phonons [46]. Given almost the
same magnitude for the effective spin interaction energy
J=kB ∼ 60 K of the two compounds, similar κxy=TB
implies the presence of a common thermal Hall effect
from spin excitations of the kagome antiferromagnets.
To investigate the origin of κxy, we have simulated

κxy adopting the SBMFT [49] for KHA with the
Dzyaloshinskii-Moriya (DM) interaction, which reads

H ¼ 1

2

X

hi;ji
ðJSi · Sj þDijSi × Sj · ẑÞ − gμB

X

i

B · Si; ð1Þ

where Dij is the DM interaction, g the g factor, μB the Bohr
magneton, and the direction of the magnetic field B aligns
with the z axis. The sign of Dij is assumed to be positive if
i → j is in a clockwise direction from the center of each
triangle plaquette in the kagome lattice, and we define
Dij ¼ −Dji ¼ D. SBMFT has been employed to study the
possible spin-liquid ground states and the excitations of
quantum antiferromagnets [2,3,7,8,49–53]. In the SBMFT
framework, spin is expressed by a pair of bosons ðbi↑; bi↓Þ
as Si ¼ 1

2

P
α;β¼↑;↓b

†
iασαβbiβ, where σ is the Pauli matrices.

We decouple the Hamiltonian by taking a mean-field value
of the bond operator χij ¼ hb†iσbjσi and diagonalize it to
find the energy bands. Because of the nature of the DM
interaction, χij is a complex number, and therefore the
energy bands are gapped. Each band now carries a different
Berry flux, and this is directly related to the thermal Hall
conductivity through the relation [38,39]:

κSBMF
xy ¼ −

k2BT
ℏNt

X

k;n;σ

!
c2

"
nB

#
Enkσ

kBT

$%
−
π2

3

&
Ωknσ; ð2Þ

where c2 is a distribution function of the Schwinger
bosons, nB the Bose-Einstein distribution function, Eknσ
the energy eigenvalue, and Ωknσ the Berry curvature (see
the SM [30] for details). Equation (2) can be expressed as
κSBMF
xy =T ¼ ðk2B=ℏÞfSBMFðkBT=J;D=J; gμBB=JÞ, where
fSBMF is a dimensionless function. Given that κxy is an
odd function of both D and B, one has the approximation
κSBMF
xy =T ¼ ðk2B=ℏÞðD=JÞðgμBB=JÞf̃SBMFðkBT=JÞ when
both D and gμBB are smaller than J.

(a) (b)

FIG. 2. The field dependence (a) of the transverse temperature
difference ΔTyðBÞ and (b) of κxyðBÞ. Solid lines in (b) represent
linear fits. The field dependence of κxyðBÞ at other temperatures is
shown in the SM [30].

FIG. 3. The temperature dependence of κxy=TB of Ca kapella-
site (samples No. 1 and No. 2) and that of volborthite [41]. The
filled (open) symbols represent data estimated by the linear fit
of κxy (data at 15 T). The data of volborthite are taken from
Ref. [41]. The error bars correspond to one standard deviation and
are of the same order as the size of the symbol or smaller for data
of Ca kapellasite.

PHYSICAL REVIEW LETTERS 121, 097203 (2018)

097203-3

1. Why it is finite? All neutral excitations.  
2. Non-monotonic.  
3. Opposite signs in two materials.
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Our observation: induced internal gauge flux  
and emergent Lorentz force  

Topological thermal Hall e↵ect for topological excitations in spin liquid:
Emergent Lorentz force on the spinons
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We study the origin of Lorentz force on the spinons in a U(1) spin liquid. We are inspired by
the previous observation of gauge field correlation in the pairwise spin correlation using the neutron
scattering measurement when the Dzyaloshinskii-Moriya interaction intertwines with the lattice
geometry. We extend this observation to the Lorentz force that exerts on the (neutral) spinons. The
external magnetic field, that polarizes the spins, e↵ectively generates an internal U(1) gauge flux
for the spinons and twists the spinon motion through the Dzyaloshinskii-Moriya interaction. Such a
mechanism for the emergent Lorentz force di↵ers fundamentally from the induction of the internal
U(1) gauge flux in the weak Mott insulating regime from the charge fluctuations. We apply this
understanding to the specific case of spinon metals on the kagome lattice. Our suggestion of emergent
Lorentz force generation and the resulting topological thermal Hall e↵ect may apply broadly to other
non-centrosymmetric spin liquids with Dzyaloshinskii-Moriya interaction. We discuss the relevance
with the thermal Hall transport in kagome materials volborthite and kapellasite.

Quantum spin liquid (QSL) is an exotic quantum state
of matter in which spins are highly entangled quantum
mechanically and remain disordered down to zero tem-
perature [1–3]. Experimental identification of QSLs is of
fundamental importance for our understanding of quan-
tum matter. Thermal transport represents one sensitive
experimental probe to unveil the nature of low-energy
itinerant excitations, because other localized degrees of
freedom, such as nuclear spins and defects, do not carry
nor transport heat. Any heat current in a Mott insulator
must be carried by the emergent and neutral quasipar-
ticles [4, 5]. In the QSL regime, the deconfined spinons
transport heat in the same way that the physical elec-
trons carry charge in an electrical conductor. However,
a major di�culty is that other excitations, most notably
phonons, may get involved in the longitudinal thermal
conductivity [6–14]. The quantitative contribution of
spin excitations may be di�cult to be extracted from the
total longitudinal thermal conductivity due to the spin-
phonon interaction, which is suggested to be present in
many materials, especially in the ones with strong spin-
orbit coupling. Thus, thermal Hall e↵ect may be a more
suitable probe to unveil the exotic excitations in QSLs
since phonons do not usually contribute to thermal Hall
transport.

There are three ways that thermal Hall e↵ect may be-
come signicant in a QSL. First, if the QSL is a two-
dimensional chiral spin liquid, there would be chiral edge
states that contribute a quantized thermal Hall response.
Second, if the external magnetic field comes to mod-
ify the spinon bands such that the reconstructed spinon
band develops edge states, the system would produce
a quantized thermal Hall e↵ect. A well-known exam-
ple is the quantized thermal Hall e↵ect in the Kitaev
model [15] where the external field generates a Chern

band for majorana spinons via high-order perturbations.
This case may be not quite distinct from the first one
except the first one is already a chiral spin liquid with-
out magnetic field. The third case is when the gauge
field of the QSLs is continuous. This includes, for ex-
ample, spinon Fermi surface U(1) QSL [16–21], U(1)
Dirac QSL [22–24], and pyrochlore ice U(1) QSL [25–
28]. For the spinon Fermi surface U(1) QSL that was
proposed for the weak Mott insulating organic materi-
als -(ET)2Cu2(CN)3 and EtMe3Sb[Pd(dmit)2]2, it was
suggested [18, 29] that the external magnetic field could
induce an internal U(1) gauge flux through the strong
charge fluctuation or the four-spin ring exchange (due
to the proximity to a Mott transition) [16]. From this
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FIG. 1. (a) Symmetry allowed Dzyaloshinskii-Moriya inter-
actions between first neighbors on the kagome lattice, where
Dz (Dk) is the z (in-plane) component. The black arrows on
the bonds specify the order of the cross product Si⇥Sj . The
sublattices are labelled by colors. (b) Schematic view of scalar
spin chirality for a non-collinear spin configuration, where �
is the corresponding gauge flux through the plaquette and ⌦
is the solid angle subtended by the three spins. (c) Internal
U(1) flux distribution induced on the kagome lattice.
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mechanism, the neutral spinons could experience the ex-
ternal field and contribute to the thermal Hall e↵ect [30],
and a fundamentally di↵erent mechanism is required to
understand the thermal Hall e↵ects in this regime. Ap-
parently, thermal Hall e↵ects have been observed in the
kagome magnets volborthite Cu3V2O7(OH)2 · 2H2O [31]
and kapellasite CaCu3(OH)6Cl2·0.6H2O [32], and the
pyrochlore spin ice Tb2Ti2O7 [33]. In this Letter, we
develop a theory of the topological thermal Hall e↵ect
(TTHE) for U(1) QSLs with spinon Fermi surfaces in
the strong Mott regime. We will explain the emergent
Lorentz force generation and TTHE for the pyrochlore
ice U(1) QSL in a forthcoming paper. In the end of this
Letter, we discuss the open questions in this topic.

In the strong Mott insulating U(1) QSLs, the spinons
carry emergent U(1) gauge charges and are minimally
coupled to the U(1) gauge field as the spinons hop on
the lattice. To twist the spinon motion, the external
magnetic field has to influence the internal U(1) gauge
field and then indirectly impacts on the spinon motion.
In the strong Mott regime, the magnetic field couples
to the spin through the usual Zeeman coupling. The
internal U(1) gauge flux is related to the scalar spin chi-
rality, Si · (Sj ⇥ Sk), that involves three spins [34–36].
It is not obvious how the linear Zeeman coupling enters
to modify the three-spin scalar chirality in a disordered
system, although both terms break the time reversal. A
crucial observation was made by Patrick Lee and Naoto
Nagaosa in the proposal [37] of detecting gauge fields
or scalar spin chirality fluctuations using neutron scat-
tering. They noticed that, with Dzyaloshinskii-Moriya
interaction, the Sz-Sz correlator contains a piece of the
correlator of scalar spin chirality. Although their obser-
vation was originally made for neutron scattering, it also
establishes the microscopic link between the Zeeman cou-
pling and the scalar spin chirality. In the following, we
implement this observation to understand the TTHE in
QSLs.

In Mott insulators where the bond centers are not in-
version centers, the Dzyaloshinskii-Moriya interaction is
generally allowed [38, 39]. This is a relativistic e↵ect and
is more important in the strong spin-orbit-coupled sys-
tems such as the hyperkagome material Na4Ir3O8 [40].
A representative spin model in the strong Mott insulator
has the form,

H =
X

i,j

JijSi · Sj +
X

i,j

Dij · Si ⇥ Sj �
X

i

BSz
i , (1)

where the direction of Dij is determined by the lattice
symmetry from the Moriya’s rule [39], and the field is
applied along z direction. For the kagome lattice that
is used below as an example to illustrate our thought,
the Dzyaloshinskii-Moriya vector for nearest neighbors
can have two components [41, 42] with one normal to
the kagome plane and the other in the kagome plane (see
Fig. 1(a)). This Hamiltonian with variant exchange cou-

plings on neighboring bonds has been proposed for sev-
eral kagome materials where spinon Fermi surface QSLs
were suggested for some materials [31, 43]. It has been
estimated that the out-of-plane Dzyaloshinskii-Moriya
term (Dz) is about 8% of the nearest-neighbor Heisen-
berg exchange for herbertsmithite [44]. Our purpose is
not to solve for the ground state of a specific Hamiltonian.
We assume that the system stabilizes a U(1) QSL with
a spinon Fermi surface and explain how the spinons ac-
quire an emergent Lorentz force from the Dzyaloshinskii-
Moriya interaction.
For the spinon Fermi surface U(1) QSL, the spinon-

gauge coupling is described by the following Lagrangian,

L =
X

i

f†
i�(@⌧ � ia0i � µ)fi� �

X

hiji

t eiaijf†
i�fj�

+

Z

dr

X

µ

1

g
(✏µ⌫�@⌫a�)

2, (2)

where the first line describes the spinon hopping on a
kagome lattice and minimally coupled to the dynamical
U(1) gauge field a, and the second line describes the fluc-
tuation of a. The combined e↵ect of the Dzyaloshinskii-
Moriya interaction and Zeeman coupling has not been
included at this stage. The connection between the emer-
gent spinon-gauge variables and the spin variables is es-
tablished from the usual Abrikovsov fermion construction
with Si ⌘ 1

2f
†
i↵�↵�fi� (↵,� =", #) and the Hilbert space

constraint
P

� f
†
i�fi� ⌘ 1. As a standard procedure, the

above spin-gauge coupling can be readily obtained by in-
troducing the gauge fluctuation to the mean-field ansatz
that generates the spinon Fermi surface state [16, 17, 19].
From Elitzur’s theorem, only gauge invariant variables
are related to the physical spins. The scalar spin chiral-
ity is related to the emergent U(1) gauge flux � via (see
Fig. 1(b))

sin� =
1

2
S1 · S2 ⇥ S3, (3)

where the plaquette for the flux is defined by connecting
the three spins.
For this U(1) QSL, we show below that the

Dzyaloshinskii-Moriya interaction and Zeeman coupling
together could generate a gauge flux distribution on the
kagome lattice. The Dzyaloshinskii-Moriya interaction in
the spin Hamiltonian generates a finite vector spin chiral-
ity hSi ⇥Sji. This immediately suggests the linear rela-
tionship between the scalar spin chirality and the vector
spin operator. The Zeeman coupling generates a finite
spin polarization. Thus, we have a finite scalar spin chi-
rality on the lattice. To be specific, for the kagome lattice
in Fig. 1, we have

hS2 ⇥ S3i = hS4 ⇥ S5i = �D23 = �D45, (4)

where � is a proportionality constant with � ⇠ O(J�1),
and J would be the largest exchange coupling. It is

The combination of Zeeman coupling and DMI generates  
an internal U(1) gauge flux distribution.  

This provides a way to control emergent D.O.F. with external probes.

hSi ⇥ Sj · Ski ⇠ hSi ⇥ Sji · hSki 6= 0
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3

ready to see the linear relation between Si · Sj ⇥ Sk and
Si ·Djk. Since we apply the magnetic field along z
direction, one then establishes hsin�i ' 1

2�DzhSzi =
1
2�Dz�B, where � is the flux defined on the elemen-
tary triangular plaquette of the kagome lattice and �
is the magnetic susceptibility. For the spinon Fermi
surface QSL, � is a constant. From the signs of the
Dzyaloshinskii-Moriya interaction, we conclude that the
induced internal U(1) fluxes by the external magnetic
field on both the up triangle and the down triangle are
equal and denoted as �. The orientation of the flux loop
is depicted in Fig. 1(c). Moreover, the flux through the
hexagon is determined by fluxes in its six neighboring tri-
angles. One can readily verify it equals �2� if adopting
the anticlockwise loop convention in Fig. 1(c).

We have demonstrated that the external magnetic field
induces an internal U(1) gauge flux through the combina-
tion of Zeeman coupling and Dzyaloshinskii-Moriya inter-
action for a strong Mott insulator QSL. This U(1) gauge
flux generation di↵ers fundamentally from the induction
of the internal U(1) gauge flux from the charge fluctua-
tions in a weak Mott insulator QSL. The spinon motion
will be twisted by the induced internal U(1) gauge flux.
This emergent Lorentz force on the spinons generates a
topological thermal Hall e↵ect (TTHE) of the spinons.
Our notion of “TTHE” is analogous to the “topological
Hall e↵ect” for itinerant magnets with non-collinear spin
configurations such as skyrmion lattices that create a fi-
nite scalar spin chirality and e↵ective U(1) gauge flux for
the conduction electrons [45, 46].

In the standard linear response theory to an exter-
nal magnetic field, the field enters as a perturbation.
For the temperature gradient, however, the Hamiltonian
stays invariant while the distribution function e��H is
modified [47], thus the theoretical treatment requires
some care. This di�culty is overcome by the intro-
duction of a fictitious pseudogravitational potential as
shown by Luttinger [48]. The temperature gradient is
defined by T (r) = T0[1� ⌘(r)] with a constant T0 and a
space-dependent small parameter ⌘(r), that can be re-
garded as a space-dependent prefactor to the Hamilto-
nian, e�H/[kBT (r)] ' e�(1+⌘(r))H/(kBT0). Then, ⌘(r)H is
regarded as a perturbation to the Hamiltonian from the
temperature gradient. We can incorporate the tempera-
ture gradient into the Hamiltonian as a perturbation by
using the psedogravitional potential. Further, we assume
⌘(r) to be linear in the position and expand the response
in terms of r⌘(r) since we are interested in the linear
response. The energy current density can then be de-
rived as follows, jEµ (r) = jE0µ(r) + jE1µ(r), where jE0µ(r)
is independent of r⌘(r) and jE1µ(r) is linear in r⌘(r).
They both contribute to the thermal transport coe�-
cients. Ref. 47 derived the thermal Hall conductivity
for a noninteracting spinless boson Hamiltonian and was
often used in the literature. Since we are dealing with
fermionic spinons, so we adopt the result from Ref. 49
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The arrows on the bonds indicate the sign of the phase factor
ei�/3 and the flux through triangles and hexagons are � and
�2�, respectively. The area enclosed by the red dotted line
is the unit cell of the kagome lattice. (b) Spinon bands for
� = ⇡/10 and the solid (dashed) lines are the bands for spin-
" (-#) spinons. (c) Density plot of the Berry curvature ⌦nk�

of the lowest, middle and highest bands for spin-" spinons,
where we have taken the parameters kBT/t = 1 and � = ⇡/3.

where a thermal Hall conductivity formula for a general
noninteracting fermionic system with a nonzero chemical
potential µ was obtained as

xy = � 1

T

Z
d✏(✏� µ)2

@f(✏, µ, T )

@✏
�xy(✏). (5)

Here f(✏, µ, T ) = 1/[e�(✏�µ) + 1] is the Fermi-Dirac dis-
tribution and �xy(✏) = �P

k,�,⇠n,k<✏ ⌦n,k,� is the zero
temperature anomalous Hall coe�cient for a sys-
tem with the chemical potential ✏. ⌦nk� is the
Berry curvature for the fermions and is defined as
⌦nk� = �2Imh@unk�/@kx|@unk�/@kyi with eigenstate
|unk�i for band indexed by n and the spin �. Eq. (5)
indicates that the thermal Hall conductivity is directly
related to the Berry curvature in momentum space and a
finite Berry curvature is necessarily required to generate
xy. We show below that the magnetic field induced in-
ternal U(1) gauge flux generates a finite Berry curvature
and use Eq. (5) as our basis to calculate thermal Hall
conductivity for the spinon metal in a U(1) QSL.
To describe the TTHE in the spinon metal, we con-

sider a mean-field Hamiltonian for the spinon metal in
the external magnetic field without including the U(1)
gauge fluctuations of Eq. (2), HMF = �P
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z
↵�fi� , where the chem-

ical potential µ is introduced to impose the Hilbert space
constraint and the e↵ect of the Dzyaloshinskii-Moriya in-
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of the thermal Hall conductivity at several temperatures. (b)
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teraction is not included here. This free-spinon mean-
field Hamiltonian simply describes a QSL with a large
spinon Fermi surface in the weak magnetic field. As we
have explained above, the combination of the microscopic
Dzyaloshinskii-Moriya interaction and Zeeman coupling
induces an internal U(1) gauge flux distribution on the
kagome plane. To capture this flux pattern in Fig. 1, we
modify the spinon mean-field Hamiltonian by adding the
U(1) gauge potential with

HMF[�] = �t
X

hiji

[e�i�/3f†
i�fj� + h.c.]� µ

X

i

f†
i�fi�

�B
X

i,↵�

f†
i↵

�z
↵�

2
fi� , (6)

where we have fixed the gauge by setting the U(1) gauge
field haiji = �/3 for all the nearest-neighbor spinon hop-
ping in the anticlockwise manner. The net flux in each
unit cell is zero (see Fig. 2(a)), so the translation sym-
metry of the spinons is not realized projectively.

Without the internal U(1) gauge flux, the spinon
Hamiltonian HMF is real, and one can always choose the
eigenvector |unk�i to be real unless there is a band degen-
eracy, which immediately gives ⌦nk� = 0. With the in-
ternal U(1) gauge flux, the spinon Hamiltonian in Eq. (6)
is complex and we expect a finite Berry curvature. Indeed
as we plot in Fig. 2 for the specific choices of fluxes, the in-
ternal U(1) gauge flux reconstructs the spinon bands and
creates the Berry curvatures of the spinon bands. The
induced flux eliminates the band touching at � point be-
tween the upper two bands and the Dirac band touching
K point between the lower two bands. The Zeeman cou-
pling further splits the spinon bands with up and down
spins. Berry curvatures are enhanced at K point for the
lower two bands and along the Brillouin zone boundary
for the highest bands.

We calculate the thermal Hall conductivity for our
TTHE based on the spinon mean-field Hamiltonian
Eq. (6) using the formula Eq. (5) by varying the flux and
the temperature. The results are depicted in Fig. 3. The
thermal Hall conductivity xy vanishes at zero flux (i.e.

at zero field) and increases monotonously with a finite
flux � in the zero flux limit. Due to the spinon Fermi sur-
face, xy/T becomes a constant in the zero temperature
limit [50]. The non-monotonic temperature dependence
appears at finite temperatures. At very high tempera-
tures, xy/T should certainly vanish because the spinons
are almost equally populated and the summation of Berry
curvatures of all bands vanishes. At very low tempera-
tures, the spinon chemical potential decreases as T in-
creases. In this limit, xy/T can be approximated as the
summation of Berry curvature of spinon bands with en-
ergies below the chemical potential [51]. As the chemical
potential sits on the middle band, and the Berry cur-
vatures of the lowest and middle bands are of opposite
sign, the Berry curvature cancellation from two lowest
bands becomes less, thus we would expect an increase of
xy/T as T increases. This explains the non-monotonic
temperature dependence.
Discussion—In summary, we have proposed a physical

mechanism of the emergent Lorentz force on spinons and
established the resulting TTHE in QSLs. We applied
this understanding to the specific cases of spinon met-
als in kagome lattice and calculated the TTHE. It o↵ers
a new perspective to understand the origin of thermal
Hall e↵ect of QSLs in strong Mott regime and can be
related to the clear thermal Hall signal observed recently
in kagome materials volborthite and kapellasite [31, 32],
since the main feature of the experimental xy in the
QSL region (such as non-monotonic temperature depen-
dence) are consistent with our theoretical result. The
opposite signs of the thermal Hall conductivities in vol-
borthite and kapellasite could arise from the opposite
signs of the Dzyaloshinskii-Moriya interaction that in-
duces the internal U(1) fluxes with opposite signs. Our
theory can apply broadly to other non-centrosymmetric
QSLs with Dzyaloshinskii-Moriya interaction and QSLs
with bosonic spinons. Our understanding based on the
emergent Lorentz force and/or the induced internal U(1)
gauge flux through Dzyaloshinskii-Moriya interaction dif-
fers from the calculation using the bosonic spinon and
Schwinger boson mean-field theory for gapped QSLs by
Ref. [32] for kagome kapellasite and more recently in
Ref. [52] for the square lattice.
Broadly speaking, thermal transport in Mott in-

sulators is an interesting direction in quantum mag-
netism [30]. In the high temperature paramagnet, the
high temperature series expansion can be applied. In
the intermediate temperature regime where the correla-
tion deleveps but there is no quasiparticle description
yet, the thermal transport of these “no-particles” is an
open subject in the field. The thermal transport on the
pyrochlore ice material Tb2Ti2O7 remains to be under-
stood. In the very low temperature, various quasiparticle
descriptions may emerge. For ordered magnets, magnons
would be the energy carriers. The study of magnon
Berry curvature has proved successful in the thermal Hall
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Summary

1. point out the physical origin of emergent Lorentz force on spinons  
and obtain the resulting topological thermal Hall effects. 

2.     establish the connection between microscopic interactions and  
    emergent D.O.F. and thus provide a scheme to control the emergent D.O.F.

3.    Thermal transports in Mott insulators are not well understood.  
       Thermal Hall reflects the internal structure of the excitations. 
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