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Mott insulator and Mott transition 
 “Conventional” 

U/t
Fermi liquid 

metal
U(1) quantum spin liquid 

with spinon Fermi surface
120-degree  

magnetic order

Hubbard Model : parent model of many 
phases (Metal, SC, AF, Spin Liquid, …)

Heisenberg model
120° AF order U/t

Fermi Liquid
Mott

transition

Metal I n s u l a t o r

Charge fluctuations / geometrical frustration may disrupt spins from 
ordering even at T=0 near the metal-insulator transition.

Mott  
transition

H = �t
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such a disordered regime is  
supported by various  

and different numerical studies

weak Mott regime strong Mott regime

T SenthilSung-Sik Lee O Motrunich P Lee

Low EFT of QSL: spinon Fermi surface coupled with a fluctuating U(1)  
gauge field. It is a strong coupled theory, no controlled method!

Many properties of spinon metal are “similar” to electron metal  
but with subtle and important differences !

Triangular lattice Hubbard  
model at half filling
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U/t
Fermi liquid 

metal
U(1) quantum spin liquid 

with spinon Fermi surface
120-degree  

magnetic order

weak Mott regime strong Mott regime

Remark (on the mechanism NOT the properties of QSL):  
1. There is no sharp distinction between the charge fluctuations in the weak and    

strong Mott regimes.  
2.  Strong charge fluctuation in the weak Mott regime is a quantitative description. 

Question / observation: 
1. What if the change fluctuation is very strong, and in the most extreme case,  

the charge sector forms a quantum charge liquid?  Spin sector is even more  
likely to be in a QSL.  

2. What if the charge fluctuation leads to some structure in the charge sector?  
Spin sector is surely to be influenced in a non-trivial way. This would lead to  
a striking experimental consequence. If it is observed, it gives us confidence  
on the theoretical framework that we are developing. 
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Cluster Mott Insulator: a new class of Mott insulators

Electrons (or bosonic particles) are localized on some cluster units instead of the lattice 
sites. These cluster units build the lattice. 

1. Introduce the notion of cluster Mott insulator (they are interesting and they exist in 
nature, actually quite a lot, not studied) 

2. Develop a new theoretical framework to understand the novel charge fluctuation 
and spin fluctuation 

3. Apply to illustrative examples and explain the puzzling experiments. 
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One striking experiment on LiZn2Mo3O8

T. McQueen @ JHU

Nature Materials 2012
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Figure 1 | LiZn2Mo3O8 structure. a, A single Mo3O13 cluster shows the local coordination of each Mo atom. b, A spin-polarized molecular orbital diagram
for Mo3O13H15 (C3v

). There is one unpaired electron per cluster, distributed over all Mo atoms, with a large energy gap to the next available state. The
hybrid functional produces an estimate of the on-site repulsion energy, U ⇠ 1.2 eV. A1, A2 and E are the irreducible representation labels for each orbital
level from the C3v

point group. c, Top-down view of the Mo3O8 layer showing the triangular network formed by the Mo3O13 S = 1/2 clusters.
d, A schematic representation of the magnetic Mo3O8 layers separated by LiZn2 in LiZn2Mo3O8.

Curie constant of C = 0.08. This Curie constant is one-third
that of the high-temperature value, indicating that two-thirds
of the spins contribute negligibly to the magnetic suscepti-
bility below T = 96K as the Curie constant scales with the
number of moments.

Neutron powder diffraction experiments at T = 12K indicate
that long-range magnetic order does not develop below the
T ⇡ 96K transition (Supplementary Fig. S1). Instead, our results
are consistent with two-thirds of the effective spins condensing
into magnetic singlets. Although our data are not sufficient to
unambiguously determine whether these singlets are static, making
a valence-bond solid, or dynamic, making a resonating valence-
bond state, neutron powder diffraction data suggest that the singlets
are indeed dynamic: at T = 12K, LiZn2Mo3O8 maintains the
trigonal R3m symmetry that exists at T = 300K. In most cases,
static singlets form a valence-bond network and distort the lattice
to a lower symmetry. Unambiguous determination of the ground
state warrants further study, but the ground state of LiZn2Mo3O8 is
unusual and reflective of the strong geometricmagnetic frustration.

Changes in the experimentally measured heat capacity fur-
ther elucidate the unusual electronic behaviour in LiZn2Mo3O8
(Fig. 2b). LiZn2Mo3O8 does not undergo a transition to long-range
magnetic order above T = 0.1K: there is no sharp ⌦ transition of
the heat capacity as a function of temperature. Instead there is only

an upturn in the specific heat capacity data below T = 1K. Applied
magnetic fields ofµoH =1 T andµoH =9 T (Fig. 2b inset) radically
modulate the behaviour of the low-temperature data. Such large
changes from small magnetic fields are surprising given the large
Weiss temperature and are probably a result of magnetic frustration
in the system. Geometric frustration prevents the formation of
long-range order and results in low-lying magnetic excitations
perturbed by an applied field. Simple models, such as a multilevel
Schottky anomaly, do not adequately describe the low-temperature
data (see Supplementary Information); further studies are needed
to examine and understand the behaviour in detail.

The magnetic entropy change of LiZn2Mo3O8, accounting for
the extra lattice contribution from lithium when compared with
Zn2Mo3O8 (Fig. 2c and Supplementary Fig. S2), also indicates
the condensation of two-thirds of the available spins. The total
expected magnetic entropy change for a S = 1/2 system is
R · ln(2)(= 5.76 J K�1 mol fu�1), compared with the experimental
value of 8(3) J K�1 mol fu�1 from T = 0.1 to T = 400K. On
cooling from T = 400K, we observe a gradual and continuous
loss of entropy, approximately two-thirds of the expected S= 1/2
value from T = 400K to T = 100K. Critically, the change in
the linear regions of magnetic susceptibility is not accompanied
by a sharp transition in the entropy, supporting the claim that
these spins condense into singlets, rather than adopt long-range

494 NATUREMATERIALS | VOL 11 | JUNE 2012 | www.nature.com/naturematerials
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Why striking and difficult? 

2.  Triangular lattice Hubbard  
      model at 1/2 filling

1. Triangular lattice Heisenberg  
model 

Neither model works. 



FQHE (Tsui, Stormer, and Gossard)

Wen: all the electrons in the Laughlin  
state dance collectively.

What do electrons do in LiZn2Mo3O8 ?  
Collective behaviours? Actually there are similarities. 

Laughlin Wen

First exotic phenomenon known to us



LiZn2Mo3O8   structure

LETTERS

NATUREMATERIALS DOI: 10.1038/NMAT3329

2.01 Å

2.08 Å

2.14 Å E

E

E

U

1 eV

A1

A1

A2

2.06 Å

2.6 Å

3.2 Å

a

b

c

S = 1/2

Mo3O8

Mo3O8

LiZn2

= Mo

= O

a

c d

b

Figure 1 | LiZn2Mo3O8 structure. a, A single Mo3O13 cluster shows the local coordination of each Mo atom. b, A spin-polarized molecular orbital diagram
for Mo3O13H15 (C3v

). There is one unpaired electron per cluster, distributed over all Mo atoms, with a large energy gap to the next available state. The
hybrid functional produces an estimate of the on-site repulsion energy, U ⇠ 1.2 eV. A1, A2 and E are the irreducible representation labels for each orbital
level from the C3v

point group. c, Top-down view of the Mo3O8 layer showing the triangular network formed by the Mo3O13 S = 1/2 clusters.
d, A schematic representation of the magnetic Mo3O8 layers separated by LiZn2 in LiZn2Mo3O8.

Curie constant of C = 0.08. This Curie constant is one-third
that of the high-temperature value, indicating that two-thirds
of the spins contribute negligibly to the magnetic suscepti-
bility below T = 96K as the Curie constant scales with the
number of moments.

Neutron powder diffraction experiments at T = 12K indicate
that long-range magnetic order does not develop below the
T ⇡ 96K transition (Supplementary Fig. S1). Instead, our results
are consistent with two-thirds of the effective spins condensing
into magnetic singlets. Although our data are not sufficient to
unambiguously determine whether these singlets are static, making
a valence-bond solid, or dynamic, making a resonating valence-
bond state, neutron powder diffraction data suggest that the singlets
are indeed dynamic: at T = 12K, LiZn2Mo3O8 maintains the
trigonal R3m symmetry that exists at T = 300K. In most cases,
static singlets form a valence-bond network and distort the lattice
to a lower symmetry. Unambiguous determination of the ground
state warrants further study, but the ground state of LiZn2Mo3O8 is
unusual and reflective of the strong geometricmagnetic frustration.

Changes in the experimentally measured heat capacity fur-
ther elucidate the unusual electronic behaviour in LiZn2Mo3O8
(Fig. 2b). LiZn2Mo3O8 does not undergo a transition to long-range
magnetic order above T = 0.1K: there is no sharp ⌦ transition of
the heat capacity as a function of temperature. Instead there is only

an upturn in the specific heat capacity data below T = 1K. Applied
magnetic fields ofµoH =1 T andµoH =9 T (Fig. 2b inset) radically
modulate the behaviour of the low-temperature data. Such large
changes from small magnetic fields are surprising given the large
Weiss temperature and are probably a result of magnetic frustration
in the system. Geometric frustration prevents the formation of
long-range order and results in low-lying magnetic excitations
perturbed by an applied field. Simple models, such as a multilevel
Schottky anomaly, do not adequately describe the low-temperature
data (see Supplementary Information); further studies are needed
to examine and understand the behaviour in detail.

The magnetic entropy change of LiZn2Mo3O8, accounting for
the extra lattice contribution from lithium when compared with
Zn2Mo3O8 (Fig. 2c and Supplementary Fig. S2), also indicates
the condensation of two-thirds of the available spins. The total
expected magnetic entropy change for a S = 1/2 system is
R · ln(2)(= 5.76 J K�1 mol fu�1), compared with the experimental
value of 8(3) J K�1 mol fu�1 from T = 0.1 to T = 400K. On
cooling from T = 400K, we observe a gradual and continuous
loss of entropy, approximately two-thirds of the expected S= 1/2
value from T = 400K to T = 100K. Critically, the change in
the linear regions of magnetic susceptibility is not accompanied
by a sharp transition in the entropy, supporting the claim that
these spins condense into singlets, rather than adopt long-range
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Model

Claim: a single-band extended Hubbard model on an anisotropic Kagome lattice with 1/6 electron filling.

2

smaller Curie-Weiss temperature (⇥L
CW = �14K) from

the high temperature one (⇥H
CW = �220K) and a much

reduced Curie constant which is 1/3 of the high temper-
ature one.

FIG. 1. (Color online.) (a) Mo
3

triangular clusters are orga-
nized into a triangular lattice structure. (b) After connecting
the longer neighboring Mo-Mo bonds in the down triangles,
the system becomes a kagome lattice. b

1

,b
2

are two kagome
lattice vectors that connect neighboring unit cells. We use r’
to label the kagome lattice unit cell and ‘A,B,C’ to label three
sublattices.

In a very recent theoretical work,11 Flint and Lee fol-
lowed the suggestion by the experiments8 and considered
the possibility of an emergent honeycomb lattice that is
centered by weakly coupled dangling spins. In their anal-
ysis, the emergent honeycomb system may form a gapped
QSL phase while the remaining dangling spin moments
dominate the low-temperature magnetic property which
then explains the 1/3 spin susceptibility anomaly. Their
theory invokes the phonon degrees of freedom to work in
a way to generate the emergent honeycomb lattice for the
spin system. Such a scenario might be plausible. In this
paper, however, we explore an alternative explanation
for the experiments that is based on electronic degrees of
freedom and their interactions.

We consider a generic extended Hubbard model for
the unpaired Mo electrons. The model is defined on an
kagome lattice with a 1/6 electron filling and is given as

H =
X

hiji2u

[�t1(c
†
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n
j

]

+
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2
)2, (1)

where c†
i�

(c
i�

) creates (annihilates) an electron with
spin � at lattice site i, and t1, V1 and t2, V2 are nearest-
neighbor electron hopping and interaction on the up tri-
angles (denoted as ‘u’) and the down triangles (denoted
as ‘d’) (see Fig.1a), respectively. n

i

=
P

�

c†
i�

c
i�

is the
electron density at site i.

Why is this model (Eq.1) is appropriate for
LiZn2Mo3O8? Firstly, the Mo sites do form a kagome
lattice with a shorter (longer) nearest-neighbor bond on
the up (down) Mo3 triangular cluster. There is one un-
paired Mo electron for each up triangular cluster, giving

rise to 1/6 electron filling for the Hubbard model. Sec-
ondly, LiZn2Mo3O8 is found to be a Mott insulator with
a charge gap ⇠ 0.12eV.8 The charge gap is not very large,
so it is more appropriate to model the system with a Hub-
bard model. Seven valence electrons are localized on each
up Mo3 triangular cluster. Supported by a molecular or-
bital calculation, six of the seven electrons localize into
Mo-Mo bonds holding the cluster together.8 The seventh
electron remains unpaired in a totally symmetric (A1)
molecular orbital with equal contributions from all three
Mo atoms.8 This A1 molecular orbital is an equal weight
superposition of relevant electron orbital on each Mo sites
of the up Mo3 cluster.8 The extended Hubbard model in
Eq.1 simply moves one step back, being constructed di-
rectly from the relevant electron orbitals on the Mo sites
and also respecting the R3̄m space group symmetries.
We include the on-site Hubbard-U interaction as well as
two inter-site repulsions V1 and V2. Even though the
down triangles are larger in size than the up triangles
in LiZn2Mo3O8, because of the large spatial extension of
the 4d Mo electron orbitals we think it is necessary to
include the inter-site repulsion V2 for the down triangles.
Since the charge gap is relatively small, it makes sense to
explore possible proximate phases in LiZn2Mo3O8. For
LiZn2Mo3O8 one expects t1 > t2 and U > V1 > V2.
While still keeping the Hubbard-U as the largest energy
scale, we study the phase diagram of this model in much
broader parameter regimes in this paper.

Because of the fractional electron filling, the Mott tran-
sition is driven by the inter-site repulsion rather than the
on-site Hubbard interaction U and the electrons are lo-
calized on the triangular clusters of the kagome lattice
instead of the lattice sites. The electrons become local-
ized on the up (down) triangles when the inter-site re-
pulsion on up (down) triangles overweights the kinetic
energy gain from hoppings between up (down) triangles.
Because of the asymmetry between the up and down tri-
angles of the kagome lattice, the Mott localization on the
up and down triangles does not need to occur simulta-
neously. Therefore, two types of cluster Mott insulating

phases are clearly expected.

For the first kind of cluster Mott insulator, the inter-
site repulsion on one type (up or down) of triangles over-
weights the kinetic energy gain from hoppings between
this types of triangles and causes the electron localiza-
tion on these triangles while the inter-site repulsion on
the other type of triangles remains weak compared to
the kinetic energy gain from hopping between these tri-
angles. The electron occupation number on the triangles
with localized electrons is fixed to one electron per tri-
angle while the electron number on the other type of tri-
angles remains strongly fluctuating. This Mott insulator
is named as the type-I cluster Mott insulator. Moreover,
the triangular clusters that host localized electrons form
a triangular lattice. In the weak Mott regime, we show
the local spin moments form a U(1) QSL with the spinons
filling half the lowest kagome spinon band. We further
show this U(1) QSL is smoothly connected to the weak

t1, V1

A

B C
t2, V2

Minimal model allowed by symmetry

Large U alone cannot localize the electron. 
V1 and V2 are needed: because it is 4d orbital,  
and also to localize the electron in the clusters.
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Generic phase diagram

FL-metal

V1/t2

V2/t1

type-II CMItype-Iu CMI

type-Id CMI

spin sector is spin liquid

no qualitative difference  
for different t1/t2 snapshots of electron occupation in type-I CMI

V2 is small, V1 is large

A “simple” understanding:  
electrons are localized in one type of triangles in type-I CMI; 
electrons are localized in both types of triangles in type-II CMI. 
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type-II CMI: correlated electron motion

3rd order process in type-II CMI

dimer resonating 

6

identifying the rotor operators as the spin ladder opera-
tors, e±i✓i = L±

i

where

L±
i

|Lz

i

= ⌥1

2
i = |Lz

i

= ±1

2
i. (8)

Thus the corresponding e↵ective spin-L model reads

Hch =
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hiji

⇥�Je↵
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+ h.c.) + V
ij
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Lz
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+Be↵
X

i

Lz

i

, (9)

in which we have made a uniform mean-field approxima-
tion such that h

i

+ 3(V1 + V2) ⌘ Be↵. The 1/6 elec-
tron filling is mapped to the total “magnetization” con-
dition N

s

�1 P
i

Lz

i

= � 1
6 , where N

s

is the total number
of Kagome lattice sites.

(a) (b)

FIG. 4. (Color online.) (a) eA, eB and eC are three vectors
that connect the center of an up-triangle to the centers of the
neighboring down-triangles. (b) The centers of the triangles
on the Kagome lattice form a DHL.

The type-II CMI appears when the interactions V1, V2

are dominant over the hoppings t1, t2. In terms of the ef-
fective spin Lz

i

, the electron charge localization condition
in the type-II CMI is

X

i2u

Lz

i

= �1

2
,

X

i2d

Lz

i

= �1

2
. (10)

In the type-II CMI, the allowed e↵ective spin configura-
tion is “2-down 1-up” in every triangle. These allowed
classical spin configuration are extensively degenerate.
The presence of the transverse e↵ective spin exchanges
lifts the classical ground state degeneracy and the ef-
fective interaction can be obtained from a third-order
degenerate perturbation theory. The resulting e↵ective
ring exchange Hamiltonian is given as

Hch,ring = �
X

7
Jring(L

+
1 L

�
2 L

+
3 L

�
4 L

+
5 L

�
6 + h.c.), (11)

where “7” refers to the elementary hexagon of the

Kagome lattice, Jring = 6(Jeff
1 )3

V

2
2

+ 6(Jeff
2 )3

V

2
1

and “1,2,3,4,5,6”

are the 6 vertices on the perimeter of the elementary
hexagon on the Kagome lattice (see Fig. 5).

FIG. 5. (Color online.) The two collective hopping processes
that contribute to the ring electron hopping or the ring ex-
change in Eq. (11). The (red) solid ball represents the electron
or the charge rotor.

We now map the e↵ective Hamiltonian Hch,ring into a
compact U(1) lattice gauge theory on the DHL. We in-
troduce the lattice U(1) gauge fields (E,A) by defining24

Lz

r,µ ⌘ Lz

r+
eµ
2

= Er,r+eµ , (12)

L±
r,µ ⌘ L±

r+
eµ
2

= e±iAr,r+eµ (13)

where r 2 u, Err0 = �Er0r, and Arr0 = �Ar0r.
The centers (labelled as r, r0) of the triangles form a
dual honeycomb lattice (see Fig. 4). The fields E and
A are identified as the electric field and the vector
gauge field of the compact U(1) lattice gauge theory
and [Er,r+eµ , Ar,r+eµ ] = �i. With this identification,
the local “2-down 1-up” charge localization condition in
Eq. (10) is interpreted as the “Gauss’ law’’ for the emer-
gent U(1) lattice gauge theory. The e↵ective ring ex-
change Hamiltonian Hch,ring reduces to a gauge “mag-
netic” field term on the DHL,

Hch,ring = �2Jring
X

9
cos(�⇥A), (14)

where �⇥A is a lattice curl defined on the ‘9’ that refers
to the elementary hexagon on the honeycomb lattice. As
this internal gauge structure emerges at low energies in
the charge sector, in the following we will refer this gauge
field as the U(1)ch gauge field.

B. Slave-particle construction and mean-field
theory

Since the gauge theory in the charge sector is a com-
pact U(1) gauge theory defined on a 2D lattice, it would
be confining due to the well-known non-perturbative in-
stanton e↵ect if all the elementary excitations (except for
“photon”) is gapped. However, in our case, the spinon
excitations are gapless and possess spinon Fermi surfaces.
While these spinons do not directly couple to U(1)ch
gauge field, they would interact with charge excitations in
terms of U(1)sp gauge field and then can indirectly couple
to U(1)ch gauge field via the charge excitations. Thus, a
deconfined phase of the U(1)ch gauge field may still be
allowed if spinon Fermi surface fluctuations can suppress

HQDM ⇠ �
X

(| ih |+ | ih |)

Dual honeycomb lattice and 
Kagome lattice

Charge sector is described by a compact U(1) gauge theory on the dual honeycomb lattice.
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ci� = e�i✓ifi�

charge-qe 
spinless boson 

charge-neutral 
spin-1/2 fermion 

A new parton gauge construction

c†j�

Original slave rotor construction works  
for the conventional Mott insulator

Gauge 
structure

U(1)sp

f†
j�

�†
r

�r0

eiArr0

c†j� ⇠ f†
j��

†
r�r0e

iArr0

A new parton gauge construction is  
required for cluster Mott insulators.

U(1)c ⇥ U(1)sp

two U(1) gauge fieldsone U(1) gauge field
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A formalism

7

1. Generalized parton construction

Before introducing the new parton formalism, we
would like to explain the connection and the di↵erence
between the current problem and the fractional charge
liquid (FCL) Mott insulating phase in our previous work
for a 3D pyrochlore lattice Hubbard model with a 1/4
or 1/8 electron filling.[13] Similar to the type-II CMI in
the Kagome lattice case discussed here, the low-energy
physics of the charge sector in the FCL is described by
a compact U(1) (or U(1)ch) gauge theory on a 3D di-
amond lattice. Because it is defined in 3D, the U(1)ch
gauge field for the pyrochlore lattice case can easily be
deconfined in the Mott insulating phase, which supports
the charge quantum number fractionalization in the FCL.
Therefore, in the absence of instanton e↵ect, we can use
the same construction here and represent the electron
creation operator as

c†rµ�⌘ c†
r+

eµ
2 ,�

= f†
rµ��̄

†
r�̄r+eµ

l+r,r+eµ
, (10)

where r 2 u, f†
rµ� ⌘ f†

r+eµ,µ,�
⌘ f†

r+eµ/2,�
is the

same fermionic spinon creation operator in the slave-
rotor representation, �̄†

r (�̄r) is the creation (annihila-
tion) operator for the bosonic charge excitation in the
triangle that is centered at r, and l+r,r+eµ

is an open
string operator of the U(1)ch gauge field that connects
the two charge excitations in the neighboring triangles
at r and r + e

µ

. In the following, we use the string
or the U(1)ch field interchangeably. This parton repre-
sentation for the electron operator is connected to the
slave-rotor representation by identifying[27, 28] L+

r,µ =

�̄†
r�̄r+eµ

l+r,r+eµ
, l±r,r+eµ

= |l±r,r+eµ
|e±iAr,r+eµ , for r 2 u.

The original Hilbert space constraint in the slave-rotor
representation is also needed here. To match with the
underlying lattice U(1)ch gauge theory description, we
define the following operator, [27, 28]

Qr =
⌘r
2

+ ⌘r
X

µ

Lz

r,r+⌘reµ
⌘ ⌘r

2
+ ⌘r

X

µ

lr,r+⌘reµ(11)

that measures the local U(1)ch (electric) gauge charge.
Here, ⌘r = +1 (�1) for r 2 u (r 2 d) and lr,r+⌘reµ =
Lz

r,r+⌘reµ
. We further supplement this definition with a

Hilbert space constraint[27, 28] [�̄r, Qr] = �̄r, [�̄
†
r, Qr] =

��̄†
r, such that the new representation of the electron

operator is restricted to the physical Hilbert space. For
the ground state, we have Qr = 0 in every triangle. An
e↵ective spin-flip operator or the local charge excitation
L+
r,µ (with r 2 u) creates two neighboring defect triangles

(at r and r+ e
µ

) that violate the “2-down 1-up” charge
localization condition of the type-II CMI. Thus, these two
defect triangles carry the U(1)ch gauge charges Qr = +1
and Qr+eµ = �1, which are assigned to the operators �̄†

r

and �̄r+eµ , respectively. Under an internal U(1)ch gauge
transformation, �̄†

r ! �̄†
r e

i�r , �̄r+eµ ! �̄r+eµe
�i�r+eµ ,

and Ar,r+eµ ! Ar,r+eµe
�i�r+i�r+eµ .

(a) t1 = t2

(b) t1 = 2t2

FIG. 6. (Color online.) The phase diagram of the extended
Hubbard model for di↵erent choices of parameters.

2. Type-I & Type-II CMIs and mean-field phase diagram

Using the new parton construction, the microscopic
Hubbard model becomes

H = �t1
X

r2u

X

µ 6=⌫

l+r,r+eµ
l�r,r+e⌫

f†
rµ�fr⌫��̄

†
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+
V1

2

X

r2u

Q2
r +

V2

2

X

r2d
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which is supplemented with the Hilbert space constraint.
In a mean-field theory treatment (see Appendix. B), we
decouple the electron kinetic terms and solve the mean-
field Hamiltonians for the spinon, up-triangle charge bo-
son, down-triangle charge boson and gauge string sectors
self-consistently.
The mean-field phase diagrams for di↵erent choices of

the couplings are depicted in Fig. 6. The four di↵erent
phases correspond to di↵erent behaviors of the charge
bosons that we list in Tab. I. When the charge bosons
from both up-triangles and down-triangle subsystems are
condensed, the FL-metal phase is realized. When they
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and �†
r ⌘ ei⇥r . Because

P
r2uhLri = 0, the parameter

he↵ is required to vanish so we drop this term in the ac-
tion. In Eq. (A11), we introduce the Lagrange multiplier
�r to enforce the unimodular constraint |�r| = 1 for each
up-triangle. We make a uniform saddle point approxima-
tion by setting �r = �. Upon integrating out the � fields,
we obtain the following saddle point equation in the Mott
insulating phase,

1

SBZ

Z
d2k

V1

!k
= 1, (A13)

where SBZ is the area of the first Brioullin zone of the
triangular lattice and !k is the dispersion of the super-
rotor mode with

!k =
⇥
2V1

�
��2Je↵

2 (cosk·b1+cosk·b2+cosk·(b1+b2)
�⇤ 1

2 .
(A14)

The super-rotor mode is condensed when the dispersion
!k becomes gapless. This occurs when � = 6Je↵

2 . Com-
bining this with the super-rotor saddle point equation
Eq. (A13) and the spinon-sector mean-field theory, we
solve for the mean-field phase diagram that is depicted
in Fig. 13. Here we do not consider the possibility of
magnetic ordering in the strong Mott regime. For a small
(large) V1/t2, we obtain a FL-metal (a U(1) QSL with a
spinon Fermi surface). The Mott transition is continu-
ous and of the quantum XY type in the mean-field theory,
which is expected to be so even after including the U(1)
gauge fluctuations.[29] The phase boundary of the Mott
transition is understood as follows. For smaller (larger)
t1/t2, the electrons gain more (less) kinetic energy from
the t2 hopping or the inter-up-triangle hopping, and thus,
a larger (smaller) critical V1/t2 is needed to localize the
electrons in the up-triangles. In particular, in the limit
of t1/t2 ! 1, the extended Hubbard model with V2 = 0
and 1/6 electron filling is equivalent to a triangular lat-
tice Hubbard model at half-filling where the triangular
lattice is formed by the up-triangles. Therefore, the U(1)
QSL with a Fermi surface in the type-I CMI is smoothly
connected to the U(1) QSL with a Fermi surface in the
triangular lattice Hubbard model at the half-filling[4].

Appendix B: Mean-field theory for the type-II CMI

1. Slave-particle mean-field theory

The four mean-field Hamiltonians mentioned in
Sec. III B 2 are give by
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where
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Here we explain a few things related to the above mean-
field equations. First, in the above choices of mean-field
couplings, we have assumed that these couplings respect
all the symmetries of the original Hubbard model on the
Kagome lattice. Second, the Lagrange multipliers, which
are used to fix the Hilbert space constraints, are ex-
pected to vanish from the same argument as noted in Ap-
pendix. A, so we do not explicitly write them out in the
mean-field Hamiltonians. Third, the electron hoppings
on the bonds of down-triangles (up-triangles) mediate
the tunnelling of the charge bosons in the up-triangles
(down-triangles). Therefore, the charge bosons on the
up-triangles and down-triangles do not mix, and hence,
we have two separate charge boson mean-field Hamiltoni-
ans Hu

ch and Hd
ch that are defined in the up-triangle and

down-triangle subsystems, respectively.
The string (or U(1)ch gauge-field) sector mean-field

Hamiltonian is a simple e↵ective spin-1/2 ferromagnetic
XY model on the Kagome lattice, which is solved classi-
cally. The low-energy charge sector ring hopping Hamil-
tonian in Eq. (9) favors a zero net U(1)ch gauge flux,
which we choose for the U(1)ch gauge flux seen by the
charge bosons in the mean-field theory. Therefore, the

19

with the e↵ective action S

S =

Z
d⌧

X

r2u

1

2V1
|@

⌧

�r|2�Je↵
2

X

hrr0i

(�†
r�r0+h.c.) (A12)

and �†
r ⌘ ei⇥r . Because

P
r2uhLri = 0, the parameter

he↵ is required to vanish so we drop this term in the ac-
tion. In Eq. (A11), we introduce the Lagrange multiplier
�r to enforce the unimodular constraint |�r| = 1 for each
up-triangle. We make a uniform saddle point approxima-
tion by setting �r = �. Upon integrating out the � fields,
we obtain the following saddle point equation in the Mott
insulating phase,

1

SBZ

Z
d2k

V1

!k
= 1, (A13)

where SBZ is the area of the first Brioullin zone of the
triangular lattice and !k is the dispersion of the super-
rotor mode with

!k =
⇥
2V1

�
��2Je↵

2 (cosk·b1+cosk·b2+cosk·(b1+b2)
�⇤ 1

2 .
(A14)

The super-rotor mode is condensed when the dispersion
!k becomes gapless. This occurs when � = 6Je↵

2 . Com-
bining this with the super-rotor saddle point equation
Eq. (A13) and the spinon-sector mean-field theory, we
solve for the mean-field phase diagram that is depicted
in Fig. 13. Here we do not consider the possibility of
magnetic ordering in the strong Mott regime. For a small
(large) V1/t2, we obtain a FL-metal (a U(1) QSL with a
spinon Fermi surface). The Mott transition is continu-
ous and of the quantum XY type in the mean-field theory,
which is expected to be so even after including the U(1)
gauge fluctuations.[29] The phase boundary of the Mott
transition is understood as follows. For smaller (larger)
t1/t2, the electrons gain more (less) kinetic energy from
the t2 hopping or the inter-up-triangle hopping, and thus,
a larger (smaller) critical V1/t2 is needed to localize the
electrons in the up-triangles. In particular, in the limit
of t1/t2 ! 1, the extended Hubbard model with V2 = 0
and 1/6 electron filling is equivalent to a triangular lat-
tice Hubbard model at half-filling where the triangular
lattice is formed by the up-triangles. Therefore, the U(1)
QSL with a Fermi surface in the type-I CMI is smoothly
connected to the U(1) QSL with a Fermi surface in the
triangular lattice Hubbard model at the half-filling[4].

Appendix B: Mean-field theory for the type-II CMI

1. Slave-particle mean-field theory

The four mean-field Hamiltonians mentioned in
Sec. III B 2 are give by

Hu
ch = �J̄1

X

r2d

X

µ 6=⌫

�̄†
r�eµ

�̄r�e⌫
+

V1

2

X

r2u

Q2
r, (B1)

Hd
ch = �J̄2

X

r2u

X

µ 6=⌫

�̄†
r+eµ

�̄r+e⌫
+

V2

2

X

r2d

Q2
r, (B2)

Hsp = �
X

µ 6=⌫

[t̄1
X

r2u

f†
rµ�fr⌫� + t̄2

X

r2d

f†
rµ�fr⌫�], (B3)

H
A

= �
X

µ 6=⌫

⇥
K̄1

X

r2u

l+r,r+eµ
l�r,r+e⌫

+K̄2

X

r2d

l+r�eµ,rl
�
r�e⌫ ,r

⇤
, (B4)

where

J̄1 = t2hl+r�eµ,rihl�r�e⌫ ,ri
X

�

hf†
rµ�fr⌫�i, r 2 d,

J̄2 = t1hl+r,r+eµ
ihl�r,r+e⌫

i
X

�

hf†
rµ�fr⌫�i, r 2 u,

t̄1 = t1hl+r,r+eµ
ihl�r,r+e⌫

ih�̄†
r+eµ

�̄r+e⌫
i, r 2 u,

t̄2 = t2hl+r�eµ,rihl�r�e⌫ ,rih�̄†
r�eµ

�̄r�e⌫
i, r 2 d,

K̄1 = t1
X

�

hf†
rµ�fr⌫�ih�̄†

r+eµ
�̄r+e⌫

i, r 2 u,

K̄2 = t2
X

�

hf†
rµ�fr⌫�ih�̄†

r�eµ
�̄r�e⌫

i, r 2 d.

Here we explain a few things related to the above mean-
field equations. First, in the above choices of mean-field
couplings, we have assumed that these couplings respect
all the symmetries of the original Hubbard model on the
Kagome lattice. Second, the Lagrange multipliers, which
are used to fix the Hilbert space constraints, are ex-
pected to vanish from the same argument as noted in Ap-
pendix. A, so we do not explicitly write them out in the
mean-field Hamiltonians. Third, the electron hoppings
on the bonds of down-triangles (up-triangles) mediate
the tunnelling of the charge bosons in the up-triangles
(down-triangles). Therefore, the charge bosons on the
up-triangles and down-triangles do not mix, and hence,
we have two separate charge boson mean-field Hamiltoni-
ans Hu

ch and Hd
ch that are defined in the up-triangle and

down-triangle subsystems, respectively.
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Hamiltonian is a simple e↵ective spin-1/2 ferromagnetic
XY model on the Kagome lattice, which is solved classi-
cally. The low-energy charge sector ring hopping Hamil-
tonian in Eq. (9) favors a zero net U(1)ch gauge flux,
which we choose for the U(1)ch gauge flux seen by the
charge bosons in the mean-field theory. Therefore, the
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identifying the rotor operators as the spin ladder opera-
tors, e±i✓i = L±

i

where

L±
i

|Lz

i

= ⌥1

2
i = |Lz

i

= ±1

2
i. (8)

Thus the corresponding e↵ective spin-L model reads
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ij
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, (9)

in which we have made a uniform mean-field approxima-
tion such that h

i

+ 3(V1 + V2) ⌘ Be↵. The 1/6 elec-
tron filling is mapped to the total “magnetization” con-
dition N

s

�1 P
i

Lz

i

= � 1
6 , where N

s

is the total number
of Kagome lattice sites.

(a) (b)

FIG. 4. (Color online.) (a) eA, eB and eC are three vectors
that connect the center of an up-triangle to the centers of the
neighboring down-triangles. (b) The centers of the triangles
on the Kagome lattice form a DHL.

The type-II CMI appears when the interactions V1, V2

are dominant over the hoppings t1, t2. In terms of the ef-
fective spin Lz

i

, the electron charge localization condition
in the type-II CMI is

X

i2u

Lz

i

= �1

2
,

X

i2d

Lz

i

= �1

2
. (10)

In the type-II CMI, the allowed e↵ective spin configura-
tion is “2-down 1-up” in every triangle. These allowed
classical spin configuration are extensively degenerate.
The presence of the transverse e↵ective spin exchanges
lifts the classical ground state degeneracy and the ef-
fective interaction can be obtained from a third-order
degenerate perturbation theory. The resulting e↵ective
ring exchange Hamiltonian is given as

Hch,ring = �
X

7
Jring(L

+
1 L

�
2 L

+
3 L

�
4 L

+
5 L

�
6 + h.c.), (11)

where “7” refers to the elementary hexagon of the

Kagome lattice, Jring = 6(Jeff
1 )3

V

2
2

+ 6(Jeff
2 )3

V

2
1

and “1,2,3,4,5,6”

are the 6 vertices on the perimeter of the elementary
hexagon on the Kagome lattice (see Fig. 5).

FIG. 5. (Color online.) The two collective hopping processes
that contribute to the ring electron hopping or the ring ex-
change in Eq. (11). The (red) solid ball represents the electron
or the charge rotor.

We now map the e↵ective Hamiltonian Hch,ring into a
compact U(1) lattice gauge theory on the DHL. We in-
troduce the lattice U(1) gauge fields (E,A) by defining24

Lz

r,µ ⌘ Lz

r+
eµ
2

= Er,r+eµ , (12)

L±
r,µ ⌘ L±

r+
eµ
2

= e±iAr,r+eµ (13)

where r 2 u, Err0 = �Er0r, and Arr0 = �Ar0r.
The centers (labelled as r, r0) of the triangles form a
dual honeycomb lattice (see Fig. 4). The fields E and
A are identified as the electric field and the vector
gauge field of the compact U(1) lattice gauge theory
and [Er,r+eµ , Ar,r+eµ ] = �i. With this identification,
the local “2-down 1-up” charge localization condition in
Eq. (10) is interpreted as the “Gauss’ law’’ for the emer-
gent U(1) lattice gauge theory. The e↵ective ring ex-
change Hamiltonian Hch,ring reduces to a gauge “mag-
netic” field term on the DHL,

Hch,ring = �2Jring
X

9
cos(�⇥A), (14)

where �⇥A is a lattice curl defined on the ‘9’ that refers
to the elementary hexagon on the honeycomb lattice. As
this internal gauge structure emerges at low energies in
the charge sector, in the following we will refer this gauge
field as the U(1)ch gauge field.

B. Slave-particle construction and mean-field
theory

Since the gauge theory in the charge sector is a com-
pact U(1) gauge theory defined on a 2D lattice, it would
be confining due to the well-known non-perturbative in-
stanton e↵ect if all the elementary excitations (except for
“photon”) is gapped. However, in our case, the spinon
excitations are gapless and possess spinon Fermi surfaces.
While these spinons do not directly couple to U(1)ch
gauge field, they would interact with charge excitations in
terms of U(1)sp gauge field and then can indirectly couple
to U(1)ch gauge field via the charge excitations. Thus, a
deconfined phase of the U(1)ch gauge field may still be
allowed if spinon Fermi surface fluctuations can suppress
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type-II CMI: plaquette charge order via QDM

settles down to a nonzero value on the left of the transition,
at v/t!"0.25, whereas it scales to zero on the right, for
v/t!"0.15. The transition is located around v/t!"0.2,
where the scaling appears inconclusive. From this, we think
it is conservative to estimate the transition point between the
two phases to be located at v/t!"0.2#0.05.
We conclude this section by addressing potential system-

atic errors arising from the introduction of the discretization
in the stacking direction, since the mapping to the quantum
dimer model is exact in the continuum limit only.
In Fig. 5, we show the plots of mrms vs v/t for a system of

2304 sites using different couplings in the stacking direction,
K", thus varying # , at a fixed quantum temperature. It can be
seen that the transition sharpens up as # is increased, but
moves only little as # changes from 10 to 20. As the quan-
tum temperature is lowered by a factor of 2 at #!20, the
transition sharpens further but again does not move signifi-
cantly. These effects are therefore certainly within the error
bars we give for the value of the critcal v/t . The case of the
largest system we have studied $also displayed in Fig. 5%
clearly also falls into this range.
We note that the absence of finite-size effects at v!0,

upon increasing the number of layers, N, at fixed &C and L,

implies the existence of a gap in this part of the phase dia-
gram. This is not surprising since at that point, we are far
away from the phase transition, which is first order at any
rate. However, this observation makes the existence of a gap-
less excitation at this point, suggested in Ref. 13, seem rather
unlikely. More generally, our results fit snugly into the ex-
pectations from the height representation analysis as well the
analysis of the transverse field Ising models $see below as
well% and so there seems little doubt that the analysis in Ref.
13 is flawed.

V. PHASE DIAGRAM

The phase diagram we have thus obtained is depicted in
Fig. 6. The columnar-plaquette phase transition is of first
order, whereas the one at the RK point is a second-order one,
albeit with the somewhat peculiar feature that, coming from
the right, it appears to be first order as no fluctuations are
visible leading up to the critical point. However, coming
from the left, a gap closes, giving rise to the gapless resonon
excitations.1
There are a number of theoretical reasons which lead us to

conclude that the transition from plaquette to columnar VBS
is first order, as the simulations suggest. Within the frame-
work of the Landau-Ginzburg-Wilson theory,15 the critical
point corresponds to the vanishing of the coefficent of the
sixfold clock term, so that the system could in principle fluc-
tuate between all the degenerate XY states $including the
columnar and plaquette ones% without encountering any bar-
riers. However, higher ‘‘harmonics’’ $clock terms% will pre-
sumably come into play as they are unlikely to vanish at
exactly the same point as the leading one; it is these which
will prevent the barriers between the plaquette and columnar
state from vanishing.
Further, we note that the symmetry groups of the two

VBS’s are not such that one of them is a subgroup of another,
which would be a criterion within Landau theory for a con-
tinuous transition. This is in fact a somewhat subtle point as
both phases break translational symmetry and retain a sixfold
rotational symmetry. However, when trying to form domains
of one phase within another, it turns out that the centers of
rotational symmetry lie in distinct places for the two phases.
This point, incidentally, is somewhat simpler in the square

lattice, where the columnar phase breaks translational sym-
metry in one direction and also rotational symmetry, whereas
the plaquette phase breaks translational symmetry in both
directions but retains a fourfold rotational symmetry.

VI. STACKED MAGNETS

Our simulations apply equivalently to the hexagonal
dimer model and to the stacked triangular magnets. We

FIG. 4. Scaling of mrms as a function of L"1, the inverse of the
linear system size. &Qt!0.083, #!10.

FIG. 5. Development of mrms as a function of # and &Q . The
dashed line is for 5184 sites; the others are for 2304 sites. Reducing
the discretization error $increasing #% and lowering the quantum
temperature $increasing N) sharpen up the transition.

FIG. 6. Phase diagram of the quantum dimer model on the hex-
agonal lattice. The nature of the ordered phases is indicated above
the axis.
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frustrated Heisenberg antiferromagnets on the hexagonal lat-
tice. Such magnets are prime candidates for being described
by the quantum dimer model, and it turns out that the
Heisenberg model with competing interactions does indeed
seem to realize the order present in two of the phases of the
QDM.23
Turning to the QDM, its Hilbert space consists of hard-

core dimer coverings of the hexagonal lattice. The Hamil-
tonian acts on each hexagonal plaquette of the lattice. It con-
tains two terms, a kinetic (T̂) and a potential (V̂) one. The
former generates a plaquette resonance move by rotating a
triplet of dimers by 60° !see Fig. 1", in analogy to the ben-
zene resonance.24 The latter is diagonal in the dimer basis
and simply counts the number of plaquettes able to resonate
!‘‘flippable plaquettes’’".
The Hamiltonian of the QDM can thus be represented as a

sum over plaquettes of the following plaquette Hamiltonian:

!1"
It has one free parameter, namely, the ratio of the strength of
the potential and kinetic terms, v/t .
The structure of this paper is as follows. In Sec. II, we

discuss the phases which one might expect to encounter in
the model under consideration. Section III contains a sum-
mary of the methods used to establish the results that follow.
The numerical results on the QDM are presented in Sec. IV,
from which the phase diagram !Sec. V" follows. We then
discuss implications for the study of magnets, namely, trian-
gular stacked Ising !Sec. VI" and S!1/2 hexagonal Heisen-
berg !Sec. VII" models. We close with a conclusion in Sec.
VIII.

II. CANDIDATE PHASES

As mentioned above, the QDM on the hexagonal lattice is
closely connected to its square lattice version. Hence a num-
ber of known exact statements on the square lattice carry
over mutatis mutandis to the hexagonal lattice. First, for v
"t , the ground state is the staggered state, !#$, depicted in

Fig. 1!a". This follows from the fact that a lower bound on
the energy per plaquette is min%0,v#t&, and only !#$ satu-
rates this bound for v"t , with HQDM!#$!0. The dimer con-
figuration corresponding to !#$ turns out to constitute a to-
pological sector of its own. !Two configurations belong to
the same topological sector if one can be obtained from an-
other by strictly local rearrangements of the dimers.1"
As one decreases v through t, the ground state moves into

another sector, which contains an exponentially large number
of dimer configurations. The two candidate phases in this
sector are depicted in Figs. 1!b" and 1!c"; these are the
plaquette and columnar valence-bond solids, respectively. In
fact, for v/t→#' , one can see that the ground state will be
the columnar state, as this maximizes the number of flippable
plaquettes favored by the potential term.
The point v/t!1 is the RK point where each equal-

amplitude superposition over a winding number sector is a
ground state. An analysis in terms of height representations25
shows that there is a diverging correlation length as one ap-
proaches this point from v$t and that the critical theory is
Gaussian. In the same language the two candidate states
mentioned above for v$t are flat but the competition be-
tween them cannot be settled in the same analysis. We now
turn to an alternative mapping of the physics of the QDM
which will allow us to settle that question by computation.

III. USEFULMAPPINGS AND NUMERICALMETHOD

This alternative, duality, mapping crisply distinguishes
between the different phases. This mapping takes the QDM
in d!2 onto a classical, stacked, frustrated, anisotropic Ising
magnet in d!2%1 on its dual lattice.5 The Hamiltonian for
that model reads

(CHIsing!K)*
+i j$

, i, j#K- *
+ii!$

, i, i!%(CvC*
i

.Bi,0 .

!2"
Here, the , is the Ising variable defined on the sites of a
stacked triangular lattice; the sum on +i j$ runs over nearest-
neighbor pairs in the plane, whereas the one on +ii!$ is over
pairs in adjacent layers. Bi is the in-plane exchange field
experienced by spin i; if it is zero, the corresponding dimer
plaquette is flippable.
To generate equivalent Hilbert spaces, one has to take the

limit of infinite exchange in the planes, K)→%' , as there is
a one-to-one correspondence between the hard-core dimer
coverings on the hexagonal lattice and the Ising model
ground states on the triangular lattice, up to a global spin
reversal.26
The equivalence then holds in the scaling limit K-

→%' , with the quantum inverse temperature (Q given by
(Qt!exp(2K-)/N/0/N, where N is the number of stacked
layers, so that the zero-temperature limit corresponds to a
system with infinite extent in the stacking direction. The con-
version of parameters between the classical !C" and quantum
!Q" problems proceeds via the formula vQ /t!(CvC0 . In the
following, the quoted values of v/t are to be understood as
referring to the quantum problem. Note that 0 !which we
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that in each case, there are only two inequivalent sets of links. A
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frustrated Heisenberg antiferromagnets on the hexagonal lat-
tice. Such magnets are prime candidates for being described
by the quantum dimer model, and it turns out that the
Heisenberg model with competing interactions does indeed
seem to realize the order present in two of the phases of the
QDM.23
Turning to the QDM, its Hilbert space consists of hard-

core dimer coverings of the hexagonal lattice. The Hamil-
tonian acts on each hexagonal plaquette of the lattice. It con-
tains two terms, a kinetic (T̂) and a potential (V̂) one. The
former generates a plaquette resonance move by rotating a
triplet of dimers by 60° !see Fig. 1", in analogy to the ben-
zene resonance.24 The latter is diagonal in the dimer basis
and simply counts the number of plaquettes able to resonate
!‘‘flippable plaquettes’’".
The Hamiltonian of the QDM can thus be represented as a

sum over plaquettes of the following plaquette Hamiltonian:

!1"
It has one free parameter, namely, the ratio of the strength of
the potential and kinetic terms, v/t .
The structure of this paper is as follows. In Sec. II, we

discuss the phases which one might expect to encounter in
the model under consideration. Section III contains a sum-
mary of the methods used to establish the results that follow.
The numerical results on the QDM are presented in Sec. IV,
from which the phase diagram !Sec. V" follows. We then
discuss implications for the study of magnets, namely, trian-
gular stacked Ising !Sec. VI" and S!1/2 hexagonal Heisen-
berg !Sec. VII" models. We close with a conclusion in Sec.
VIII.

II. CANDIDATE PHASES

As mentioned above, the QDM on the hexagonal lattice is
closely connected to its square lattice version. Hence a num-
ber of known exact statements on the square lattice carry
over mutatis mutandis to the hexagonal lattice. First, for v
"t , the ground state is the staggered state, !#$, depicted in

Fig. 1!a". This follows from the fact that a lower bound on
the energy per plaquette is min%0,v#t&, and only !#$ satu-
rates this bound for v"t , with HQDM!#$!0. The dimer con-
figuration corresponding to !#$ turns out to constitute a to-
pological sector of its own. !Two configurations belong to
the same topological sector if one can be obtained from an-
other by strictly local rearrangements of the dimers.1"
As one decreases v through t, the ground state moves into

another sector, which contains an exponentially large number
of dimer configurations. The two candidate phases in this
sector are depicted in Figs. 1!b" and 1!c"; these are the
plaquette and columnar valence-bond solids, respectively. In
fact, for v/t→#' , one can see that the ground state will be
the columnar state, as this maximizes the number of flippable
plaquettes favored by the potential term.
The point v/t!1 is the RK point where each equal-

amplitude superposition over a winding number sector is a
ground state. An analysis in terms of height representations25
shows that there is a diverging correlation length as one ap-
proaches this point from v$t and that the critical theory is
Gaussian. In the same language the two candidate states
mentioned above for v$t are flat but the competition be-
tween them cannot be settled in the same analysis. We now
turn to an alternative mapping of the physics of the QDM
which will allow us to settle that question by computation.

III. USEFULMAPPINGS AND NUMERICALMETHOD

This alternative, duality, mapping crisply distinguishes
between the different phases. This mapping takes the QDM
in d!2 onto a classical, stacked, frustrated, anisotropic Ising
magnet in d!2%1 on its dual lattice.5 The Hamiltonian for
that model reads

(CHIsing!K)*
+i j$

, i, j#K- *
+ii!$

, i, i!%(CvC*
i

.Bi,0 .

!2"
Here, the , is the Ising variable defined on the sites of a
stacked triangular lattice; the sum on +i j$ runs over nearest-
neighbor pairs in the plane, whereas the one on +ii!$ is over
pairs in adjacent layers. Bi is the in-plane exchange field
experienced by spin i; if it is zero, the corresponding dimer
plaquette is flippable.
To generate equivalent Hilbert spaces, one has to take the

limit of infinite exchange in the planes, K)→%' , as there is
a one-to-one correspondence between the hard-core dimer
coverings on the hexagonal lattice and the Ising model
ground states on the triangular lattice, up to a global spin
reversal.26
The equivalence then holds in the scaling limit K-

→%' , with the quantum inverse temperature (Q given by
(Qt!exp(2K-)/N/0/N, where N is the number of stacked
layers, so that the zero-temperature limit corresponds to a
system with infinite extent in the stacking direction. The con-
version of parameters between the classical !C" and quantum
!Q" problems proceeds via the formula vQ /t!(CvC0 . In the
following, the quoted values of v/t are to be understood as
referring to the quantum problem. Note that 0 !which we
will quote in the following" quantifies the discretization

FIG. 1. Dimer patterns on the hexagonal lattice: !a" staggered,
!b" plaquette, and !c" columnar. The marked links have a high prob-
ability of being occupied by a dimer in the respective phases. Note
that in each case, there are only two inequivalent sets of links. A
dimer plaquette move effected by T̂ consists of rotating the three
dimers surrounding a plaquette !like the one labeled with a plus" by
60°.
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by the quantum dimer model, and it turns out that the
Heisenberg model with competing interactions does indeed
seem to realize the order present in two of the phases of the
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Turning to the QDM, its Hilbert space consists of hard-
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tonian acts on each hexagonal plaquette of the lattice. It con-
tains two terms, a kinetic (T̂) and a potential (V̂) one. The
former generates a plaquette resonance move by rotating a
triplet of dimers by 60° !see Fig. 1", in analogy to the ben-
zene resonance.24 The latter is diagonal in the dimer basis
and simply counts the number of plaquettes able to resonate
!‘‘flippable plaquettes’’".
The Hamiltonian of the QDM can thus be represented as a

sum over plaquettes of the following plaquette Hamiltonian:
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It has one free parameter, namely, the ratio of the strength of
the potential and kinetic terms, v/t .
The structure of this paper is as follows. In Sec. II, we

discuss the phases which one might expect to encounter in
the model under consideration. Section III contains a sum-
mary of the methods used to establish the results that follow.
The numerical results on the QDM are presented in Sec. IV,
from which the phase diagram !Sec. V" follows. We then
discuss implications for the study of magnets, namely, trian-
gular stacked Ising !Sec. VI" and S!1/2 hexagonal Heisen-
berg !Sec. VII" models. We close with a conclusion in Sec.
VIII.
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closely connected to its square lattice version. Hence a num-
ber of known exact statements on the square lattice carry
over mutatis mutandis to the hexagonal lattice. First, for v
"t , the ground state is the staggered state, !#$, depicted in

Fig. 1!a". This follows from the fact that a lower bound on
the energy per plaquette is min%0,v#t&, and only !#$ satu-
rates this bound for v"t , with HQDM!#$!0. The dimer con-
figuration corresponding to !#$ turns out to constitute a to-
pological sector of its own. !Two configurations belong to
the same topological sector if one can be obtained from an-
other by strictly local rearrangements of the dimers.1"
As one decreases v through t, the ground state moves into

another sector, which contains an exponentially large number
of dimer configurations. The two candidate phases in this
sector are depicted in Figs. 1!b" and 1!c"; these are the
plaquette and columnar valence-bond solids, respectively. In
fact, for v/t→#' , one can see that the ground state will be
the columnar state, as this maximizes the number of flippable
plaquettes favored by the potential term.
The point v/t!1 is the RK point where each equal-

amplitude superposition over a winding number sector is a
ground state. An analysis in terms of height representations25
shows that there is a diverging correlation length as one ap-
proaches this point from v$t and that the critical theory is
Gaussian. In the same language the two candidate states
mentioned above for v$t are flat but the competition be-
tween them cannot be settled in the same analysis. We now
turn to an alternative mapping of the physics of the QDM
which will allow us to settle that question by computation.

III. USEFULMAPPINGS AND NUMERICALMETHOD

This alternative, duality, mapping crisply distinguishes
between the different phases. This mapping takes the QDM
in d!2 onto a classical, stacked, frustrated, anisotropic Ising
magnet in d!2%1 on its dual lattice.5 The Hamiltonian for
that model reads

(CHIsing!K)*
+i j$

, i, j#K- *
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Here, the , is the Ising variable defined on the sites of a
stacked triangular lattice; the sum on +i j$ runs over nearest-
neighbor pairs in the plane, whereas the one on +ii!$ is over
pairs in adjacent layers. Bi is the in-plane exchange field
experienced by spin i; if it is zero, the corresponding dimer
plaquette is flippable.
To generate equivalent Hilbert spaces, one has to take the

limit of infinite exchange in the planes, K)→%' , as there is
a one-to-one correspondence between the hard-core dimer
coverings on the hexagonal lattice and the Ising model
ground states on the triangular lattice, up to a global spin
reversal.26
The equivalence then holds in the scaling limit K-

→%' , with the quantum inverse temperature (Q given by
(Qt!exp(2K-)/N/0/N, where N is the number of stacked
layers, so that the zero-temperature limit corresponds to a
system with infinite extent in the stacking direction. The con-
version of parameters between the classical !C" and quantum
!Q" problems proceeds via the formula vQ /t!(CvC0 . In the
following, the quoted values of v/t are to be understood as
referring to the quantum problem. Note that 0 !which we
will quote in the following" quantifies the discretization
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"t , the ground state is the staggered state, !#$, depicted in
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the energy per plaquette is min%0,v#t&, and only !#$ satu-
rates this bound for v"t , with HQDM!#$!0. The dimer con-
figuration corresponding to !#$ turns out to constitute a to-
pological sector of its own. !Two configurations belong to
the same topological sector if one can be obtained from an-
other by strictly local rearrangements of the dimers.1"
As one decreases v through t, the ground state moves into

another sector, which contains an exponentially large number
of dimer configurations. The two candidate phases in this
sector are depicted in Figs. 1!b" and 1!c"; these are the
plaquette and columnar valence-bond solids, respectively. In
fact, for v/t→#' , one can see that the ground state will be
the columnar state, as this maximizes the number of flippable
plaquettes favored by the potential term.
The point v/t!1 is the RK point where each equal-

amplitude superposition over a winding number sector is a
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that model reads
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Here, the , is the Ising variable defined on the sites of a
stacked triangular lattice; the sum on +i j$ runs over nearest-
neighbor pairs in the plane, whereas the one on +ii!$ is over
pairs in adjacent layers. Bi is the in-plane exchange field
experienced by spin i; if it is zero, the corresponding dimer
plaquette is flippable.
To generate equivalent Hilbert spaces, one has to take the

limit of infinite exchange in the planes, K)→%' , as there is
a one-to-one correspondence between the hard-core dimer
coverings on the hexagonal lattice and the Ising model
ground states on the triangular lattice, up to a global spin
reversal.26
The equivalence then holds in the scaling limit K-

→%' , with the quantum inverse temperature (Q given by
(Qt!exp(2K-)/N/0/N, where N is the number of stacked
layers, so that the zero-temperature limit corresponds to a
system with infinite extent in the stacking direction. The con-
version of parameters between the classical !C" and quantum
!Q" problems proceeds via the formula vQ /t!(CvC0 . In the
following, the quoted values of v/t are to be understood as
referring to the quantum problem. Note that 0 !which we
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Figure 2 | Physical properties of LiZn2Mo3O8. a, Inverse magnetic susceptibility as a function of temperature for LiZn2Mo3O8. Curie–Weiss fits to the two
distinct linear portions are shown. Two-thirds of the spins ‘disappear’ on cooling below T = 96 K. The Curie constant C is in units of e.m.u. K Oe�1 mol fu�1.
b, Heat capacity divided by temperature as a function of temperature. The inset shows a strong magnetic field dependence of the low-temperature specific
heat. Data for non-magnetic Zn2Mo3O8 are shown for comparison. c, Integrated entropy as a function of temperature. The lattice contribution was
subtracted before integrating (see Supplementary Information). Error bars are calculated using standard analysis of error techniques for the propagation of
the uncertainty in each Cp measurement through the numerical integration. This is given by �SN =P
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)/2
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)2, where the error bars
are given by �S

N

, and �y

i

is the uncertainty in the Cp/T value of the ith point. d, Proposed magnetic phase diagram of LiZn2Mo3O8. Below T = 96 K the
spins enter a condensed valence-bond state.

magnetic order. Furthermore, the difference in entropy between
T = 0.1K and T = 100K is approximately 1/3R · ln(2), consistent
with freezing out of the remaining one-third of spins that did not
condense into singlets at T = 96K.

The resulting magnetic phase diagram of LiZn2Mo3O8 is shown
in Fig. 2d. Near room temperature, the system is paramagnetic and
the spins thermally randomize. Cooling below the condensation
temperature (T ⇠ 96K), two-thirds of the spins form a condensed
valence-bond state. The remaining one-third of the spins are still
paramagnetic and interacting antiferromagnetically until lower
temperatures, at which point they lose entropy in a yet-to-
be determined manner.

These results indicate that LiZn2Mo3O8 exhibits geometric mag-
netic frustration between S= 1/2 magnetic clusters and two-thirds
of the spins condense into singlets below approximately T = 96K.
Therefore, LiZn2Mo3O8 is a candidate for a resonating valence-
bond state, as there is no evidence for static singlets. More generally,
our results show how an extended lattice of magnetic clusters, in
place of magnetic ions, produces exotic physics while providing
numerous advantages in the design and control of magnetically

frustrated materials. This approach opens a new chemical frontier
in the search for emergent phenomena in frustrated systems.

Methods
Phase-pure LiZn2Mo3O8 was synthesized from a mixture of Mo, ZnO,
Li2MoO4 and MoO2 (99+% purity) with an overall starting formula of
LiZn2Mo3O8(Li2Zn2O3)0.2. Mo was used as received. ZnO and Li2MoO4 were
dried at T = 160 �C overnight. MoO2 was purified by heating overnight under
flowing 5% H2/95%Ar. The mixtures were pressed into pellets, placed in alumina
crucibles and double-sealed in evacuated, fused-silica tubes. The reaction vessel
was heated to T = 600 � C for 24 h, ramped to T = 1,000 � C at 10 �Ch�1, held for
12 h, followed by a water quench. The sample was reground and heated again in the
same manner. Zn2Mo3O8 was synthesized in a similar manner, but with 3% excess
ZnO and a final temperature of T = 1,050 �C.

Magnetization measurements, heat capacities and resistivities were measured
on a sintered pellet in a Quantum Design Physical Properties Measurement
System using a dilution refrigerator for T < 2K measurements. Heat capacities
were measured three times at each temperature using the semi-adiabatic pulse
technique, waiting for three time constants per measurement. Data were collected
from T = 0.05K to T = 400K under magnetic fields of µoH = 0 T, µoH = 1 T and
µoH = 9 T. Magnetic susceptibilities were measured from T = 1.8K to T = 320K
under a µoH = 1 T field. Laboratory X-ray powder diffraction patterns were
collected using Cu K↵ radiation (1.5418Å) on a Bruker D8 Focus diffractometer
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Another view: spin state reconstruction
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physical meaning is explained below. The wavefunctions
of the four |⌧zszi states are given by (to the order of
O(K2/K1)),

|""i = 1

2

⇥|""#iA � |"#"iA + |#""iB � |""#iB
⇤

(41)

|#"i =
p
3

6

⇥
2|#""iA � |"#"iA � |""#iA

+2|"#"iB � |""#iB � |#""iB
⇤

(42)

and |"#i, |##i are simply obtained by a time-reversal op-
eration.

FIG. 11. (Color online.) Three singlet positions that are
related by the 3-fold rotation.

What is the physical origin of this local 4-fold degener-
acy? Clearly, the 2-fold degeneracy of sz = ±1/2 arises
from the time-reversal symmetry and the Kramers’ the-
orem. The remaining 2-fold degeneracy comes from the
point group symmetry of the resonating hexagon. This
is easy to see if we freeze the positions of the 3 electrons.
To be concrete, let us fix the electrons to the sites 1,3,5
in Fig. 11. To optimize the exchange interaction, 2 elec-
trons must form a spin singlet, which leaves the remain-
ing electron as a dangling spin-1/2 moment. As shown
in Fig. 11, this singlet can be formed between any pair
of the electrons and the di↵erent locations of the spin
singlet are related by the 3-fold rotation. Even though
there seems to be 3 possible singlet positions, only 2 of
them are linearly independent, which gives to the 2-fold
⌧z degeneracy which survives even when the ring electron
hopping is turned on. As a result, the pseudospin ⌧ is
even under time-reversal and acts on the space of the sin-
glet position or equivalently the dangling spin position.
In fact, the two states in Eqs. (41) and (42) comprise the
E irreducible representation of the C3v point group.

B. Kugel-Khomskii model

Now we consider the spin and pseudospin interaction
between neighboring resonating hexagons. The neigh-
boring resonating hexagons are connected by a “bow-
tie” that is composed of one up and one down-triangle.
The local moment interaction comes from the remaining
exchange interaction between the 2 electron spins that
reside on the four outer vertices of the bow-tie. To be
concrete, we consider the bow-tie that connects the two
resonating hexagons at the R and R + a1 (see Fig. 1).
To derive the local moment interaction, one just needs to

project the remaining electron spin exchange interaction
onto the 4-fold ground state manifold of each resonat-
ing hexagon. To this end, we first write down the inter-
hexagon exchange interaction between the electrons at
the bow-tie vertices,

H 0
ex = �J 0

4
[n4(R) + n5(R)][n1(R+ a1) + n2(R+ a1)]

+J 0[S4(R)n4(R) + S5(R)n5(R)]⇥ [S1(R+ a1)

⇥n1(R+ a1) + S2(R+ a1)n2(R+ a1)], (43)

where we have considered the exchange interactions for
electrons at all 4 pairs of the sites. The exchange paths of
these pairs all go through the center vertex of the bow-
tie and thus are of equal length. As a result, we only
introduce one exchange coupling J 0 for the four pairs in
the above equation. Moreover, since J 0 is the exchange
coupling between the spins after the system develops the
PCO, clearly J 0 should be smaller than the intra-hexagon
exchange coupling J in Eq. (39).
We project H 0

ex onto the local ground state manifold
at resonating hexagon sites R and R + a1 and then ex-
press the resulting interaction in terms of the spin and
pseudospin operators. The e↵ective interaction on other
bonds can be obtained similarly. The final local moment
interaction reduces to a Kugel-Khomskii model17 that is
defined on the ETL, which to the order of O(K2/K1) is
given as

HKK =
J 0

9

X

R

X

µ=x,y,z

⇥
s(R) · s(R+ a

µ

)
⇤

⇥[1 + 4⇡µ(R)][1� 2⇡µ(R+ a
µ

)] (44)

where the new set of pseudospin operators are defined

as ⇡x,y(R) = � 1
2⌧

z(R)⌥
p
3
2 ⌧x(R),⇡z(R) = ⌧z(R), and

a
x

= a1,ay = a2 and a
z

= �a1 � a2. In Eq. (44),
the exchange coupling is significantly reduced after the
projection compared to the original exchange coupling in
Eq. (43).
Since the pseudospin ⌧ does not directly couple to the

external magnetic field, the low-temperature Curie-Weiss
temperature (⇥L

CW) and Curie constant (CL) are straight-
forward to compute from HKK,

⇥L
CW = �z

t

s(s+ 1)

3

J 0

9
, CL =

g2µ2
Bs(s+ 1)

3kB

N�

3
,(45)

where z
t

= 6 is the coordination number for nearest
neighbors of the triangular lattice. The above results are
again consistent with the lower temperature 1/3 Curie-
constant of the spin susceptibility in LiZn2Mo3O8.
This Kugel-Khomskii model involves the spin-spin in-

teraction, the pseudospin-pseudospin interaction and also
the spin-pseudospin interaction, which make the model
analytically intractable. In the absence of the spin-
pseudospin interaction, the Heisenberg spin exchange
model would favor the classical 120-degree state. The
presence of spin-pseudospin interaction, however, com-
petes with the Heisenberg term, destabilizes the 120-
degree state and may potentially favor a spin liquid state.

14

physical meaning is explained below. The wavefunctions
of the four |⌧zszi states are given by (to the order of
O(K2/K1)),

|""i = 1

2

⇥|""#iA � |"#"iA + |#""iB � |""#iB
⇤

(41)

|#"i =
p
3

6

⇥
2|#""iA � |"#"iA � |""#iA

+2|"#"iB � |""#iB � |#""iB
⇤

(42)

and |"#i, |##i are simply obtained by a time-reversal op-
eration.

FIG. 11. (Color online.) Three singlet positions that are
related by the 3-fold rotation.

What is the physical origin of this local 4-fold degener-
acy? Clearly, the 2-fold degeneracy of sz = ±1/2 arises
from the time-reversal symmetry and the Kramers’ the-
orem. The remaining 2-fold degeneracy comes from the
point group symmetry of the resonating hexagon. This
is easy to see if we freeze the positions of the 3 electrons.
To be concrete, let us fix the electrons to the sites 1,3,5
in Fig. 11. To optimize the exchange interaction, 2 elec-
trons must form a spin singlet, which leaves the remain-
ing electron as a dangling spin-1/2 moment. As shown
in Fig. 11, this singlet can be formed between any pair
of the electrons and the di↵erent locations of the spin
singlet are related by the 3-fold rotation. Even though
there seems to be 3 possible singlet positions, only 2 of
them are linearly independent, which gives to the 2-fold
⌧z degeneracy which survives even when the ring electron
hopping is turned on. As a result, the pseudospin ⌧ is
even under time-reversal and acts on the space of the sin-
glet position or equivalently the dangling spin position.
In fact, the two states in Eqs. (41) and (42) comprise the
E irreducible representation of the C3v point group.

B. Kugel-Khomskii model

Now we consider the spin and pseudospin interaction
between neighboring resonating hexagons. The neigh-
boring resonating hexagons are connected by a “bow-
tie” that is composed of one up and one down-triangle.
The local moment interaction comes from the remaining
exchange interaction between the 2 electron spins that
reside on the four outer vertices of the bow-tie. To be
concrete, we consider the bow-tie that connects the two
resonating hexagons at the R and R + a1 (see Fig. 1).
To derive the local moment interaction, one just needs to

project the remaining electron spin exchange interaction
onto the 4-fold ground state manifold of each resonat-
ing hexagon. To this end, we first write down the inter-
hexagon exchange interaction between the electrons at
the bow-tie vertices,

H 0
ex = �J 0

4
[n4(R) + n5(R)][n1(R+ a1) + n2(R+ a1)]

+J 0[S4(R)n4(R) + S5(R)n5(R)]⇥ [S1(R+ a1)

⇥n1(R+ a1) + S2(R+ a1)n2(R+ a1)], (43)

where we have considered the exchange interactions for
electrons at all 4 pairs of the sites. The exchange paths of
these pairs all go through the center vertex of the bow-
tie and thus are of equal length. As a result, we only
introduce one exchange coupling J 0 for the four pairs in
the above equation. Moreover, since J 0 is the exchange
coupling between the spins after the system develops the
PCO, clearly J 0 should be smaller than the intra-hexagon
exchange coupling J in Eq. (39).
We project H 0

ex onto the local ground state manifold
at resonating hexagon sites R and R + a1 and then ex-
press the resulting interaction in terms of the spin and
pseudospin operators. The e↵ective interaction on other
bonds can be obtained similarly. The final local moment
interaction reduces to a Kugel-Khomskii model17 that is
defined on the ETL, which to the order of O(K2/K1) is
given as

HKK =
J 0

9

X
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⇤
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where the new set of pseudospin operators are defined

as ⇡x,y(R) = � 1
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p
3
2 ⌧x(R),⇡z(R) = ⌧z(R), and

a
x

= a1,ay = a2 and a
z

= �a1 � a2. In Eq. (44),
the exchange coupling is significantly reduced after the
projection compared to the original exchange coupling in
Eq. (43).
Since the pseudospin ⌧ does not directly couple to the

external magnetic field, the low-temperature Curie-Weiss
temperature (⇥L

CW) and Curie constant (CL) are straight-
forward to compute from HKK,
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3

J 0

9
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3kB
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3
,(45)

where z
t

= 6 is the coordination number for nearest
neighbors of the triangular lattice. The above results are
again consistent with the lower temperature 1/3 Curie-
constant of the spin susceptibility in LiZn2Mo3O8.
This Kugel-Khomskii model involves the spin-spin in-

teraction, the pseudospin-pseudospin interaction and also
the spin-pseudospin interaction, which make the model
analytically intractable. In the absence of the spin-
pseudospin interaction, the Heisenberg spin exchange
model would favor the classical 120-degree state. The
presence of spin-pseudospin interaction, however, com-
petes with the Heisenberg term, destabilizes the 120-
degree state and may potentially favor a spin liquid state.
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and cannot be obtained from the classical treatment of
the electron interaction.

With the PCO, 1/3 of the elementary hexagons be-
come resonating. As shown in Fig. 1c, these resonating
hexagons form an emergent triangular lattice (ETL). The
PCO triples the original unit cell of the Kagome lattice,
and the localized electron number in the enlarged unit
cell now becomes 3, which is still odd. Therefore, the
type-II CMI with the PCO is not connected to a trivial
band insulator and the QSL is still expected. In the re-
sulting U(1) QSL, we obtain 9 mean-field spinon bands
for the type-II CMI with the PCO, compared to the 3
spinon bands in the U(1) QSL for the type-I CMI with-
out the PCO. A direct band gap separates the lowest
spinon band from other spinon bands in the presence of
PCO. The lowest spinon band is completely filled by 2/3
of the spinons, leaving the remaining 1/3 of the spinons
to partially fill the second and third lowest spinon bands.
Because of the band gap, the only active degrees of free-
dom at low energies are the spinons in the partially filled
spinon bands, and the fully-filled lowest spinon band is
inert to external magnetic field at low temperatures as
long as the PCO persists. Therefore, only 1/3 of the mag-
netic degrees of freedom are active at low temperatures.
If one then considers the local moment formation starting
from the band filling picture of the spinons (just like elec-
trons occupying the same band structure) only the 1/3 of
the spinons from the partially filled upper bands would
participate in the local moment formation. This means
the type-II CMI phase with the PCO would be continu-
ously connected to the Curie-Weiss regime with the 1/3
Curie constant (compared to the case when all spinons
can participate in the local moment formation) at high
temperature. This would explain the “1/3 anomaly” in
the spin susceptibility data of LiZn2Mo3O8.

Alternatively, we could consider the strong coupling
regime where the PCO is very strong. Here the 3 elec-
trons are strongly localized in each resonating hexagon
and an e↵ective local moment model appears. The three
electrons in one individual resonating hexagon are then
locally entangled which leads to 4-fold degenerate ground
states. This 4-fold degeneracy is characterized by one
time-reversal-odd spin-1/2 and one time-reversal-even
pseudospin-1/2 degrees of freedom. It is then shown that
the local quantum entanglement of the three electrons
in each resonating hexagon only gives rise to one mag-
netically active spin-1/2 moment. The spins and pseu-
dospins are weakly coupled and are described by a Kugel-
Khomskii model17 on the emergent triangular lattice (see
Fig. 1c). We show that this strong coupling result is also
consistent with the “1/3 anomaly” in the spin suscepti-
bility data of LiZn2Mo3O8.

The PCO in the type-II CMI breaks the discrete lat-
tice symmetries of the Kagome system. At the finite-
temperature transition, the PCO is destroyed and the
lattice symmetries are restored. This transition should
occur at a temperature T ⇤ that is on the order of the
electron ring-hopping energy scale. Moreover, this tran-

FIG. 2. A schematic finite temperature phase diagram pro-
posed for LiZn2Mo3O8. T ⇤ represents the finite-temperature
transition for the PCO. Between T ⇤ and a crossover temper-
ature T ⇤⇤, the charge configurations are highly degenerate
and this phase is referred as the Kagome charge ice (KCI)
in the text. In LiZn2Mo3O8, the intermediate KCI may be
quite narrow. ⇥H

CW, CH (⇥L
CW, CL) are the Curie-Weiss tem-

perature and Curie constant at higher (lower) temperatures,
respectively.

sition is found to be strongly first order in a clean system
but would be smeared out in a disordered LiZn2Mo3O8

sample. As shown in Fig. 2, there exists another crossover
temperature T ⇤⇤ ⇠ O(V2) above which the electron local-
ization in the down-triangles is thermally violated. Be-
tween T ⇤ and T ⇤⇤, the electron localization with one elec-
tron in each triangle is still obeyed but the PCO is de-
stroyed. The electron occupation configuration in this in-
termediate regime is extensively degenerate just like the
spin configuration in a classical Kagome spin ice,18 so we
name this intermediate temperature phase as “Kagome
charge ice” (KCI). Above the crossover temperature T ⇤⇤,
the system can be thought as the higher temperature
regime of the type-I CMI, where the charge localiza-
tion occurs only in the up-triangles. Besides the dis-
tinct finite-temperature charge behaviors, we also expect
thermal crossovers in the spin susceptibility (see Fig. 2).
Above T ⇤, each electron would contribute a local spin-1/2
moment, and hence, the anomalous low-temperature spin
susceptibility changes into regular Curie-Weiss behavior
whose Curie constant, CH, is 3 times the low-temperature
Curie constant, CL.
The rest of the paper is structured as follows. In

Sec. II, we start from the molecular orbitals of the
Mo3O13 clusters, introduce an appropriate atomic state
representation, and provide a microscopic justification for
the single-band Hubbard model in Eq. (1). In Sec. III A,
we formulate the charge sector of the type-II CMI as
a compact U(1) gauge theory on the dual honeycomb
lattice (DHL). Then in Sec. III B, we introduce a new
slave-particle construction for the electron to obtain the
mean-field phase diagram that includes the type-I CMI,
type-II CMI and a Fermi-liquid metal (FL-metal). In
Sec. III C, we focus on the type-II CMI phase. We obtain
the PCO in the charge sector by mapping the low-energy
charge sector Hamiltonian into a quantum dimer model

LiZn2Mo3O8

The crossover Kagome charge ice (KCI) regime 
is probably not sharply defined in LiZn2Mo3O8 as  
it requires V2 >> T > ring hopping. 

KCI: same Curie const as high-T one,  
slightly different Curie temperature

The emergence of PCO is the driving force of the 1/3 susceptibility anomaly.  —> “Short-range quantum entanglement” 
The spin GS of the system is probably a U(1) QSL with spinon Fermi surfaces.—>”Long-range quantum entanglement”

type-II CMI (PCO)
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1. Expect 1st order finite temperature transition, peak at ~100K, (was interpreted as Li freezing.) 
smeared out 1st transition?  

2.   High resolution X-ray, RIXS 
3.   Nuclear quadrupolar resonance: electric field gradient (suggested to me by Baskaran) 

Prediction A : charge sector
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In the second method, the non-magnetic Zn2Mo3O8 data were not scaled for the change in the 

number of atoms per formula unit (paper Figure 2b). Instead, a smooth fit to the non-magnetic 

Zn2Mo3O8 CpͼT
-1 was directly subtracted, giving the data in figure S3(b), which includes both the 

magnetic contribution and the extra lattice contribution from the extra lithium atom per formula 

unit.   

 

 

Figure S3 | Estimated excess heat capacity in LiZn2Mo3O8 computed by two methods. a, In 

the first method, the data for non-magnetic Zn2Mo3O8 was scaled to account for the expected 

change in Debye temperature (compared to LiZn2Mo3O8) as well as for the change in the number 

of atoms per formula unit, leaving only an estimate of the magnetic entropy. Note the unphysical 

dip to negative heat capacity around T = 50 K. b, In the second method, the non-magnetic 

Zn2Mo3O8 data were not scaled for the change in the number of atoms per formula unit, leaving 

contributions from both magnetism and the extra lattice contribution from the extra lithium atom 

per formula unit. The extra lattice entropy of Li can then be accounted for by fitting to an 

^ϱ�
�

Einstein (or Debye) oscillator mode (fit shown in red). 

 

Both methods give similar insights into the magnetic behavior for LiZn2Mo3O8. Method two 

gives a larger feature at T � 100 K, which must (at least partly) the freezing out of the extra 

vibrational modes from Li in LiZn2Mo3O8. Figure S3(b) shows a fit of this feature to an Einstein 

oscillator mode, with an Einstein temperature Ĭ = 403 K (a Debye mode fits equally well), 

which was subtracted to leave the magnetic contribution. In both cases, the magnetic entropy was 

then extracted by computing dT
T
CTS

T

³=
0

)(  . A comparison of the two are shown in figure S4.  

 

Figure S4 | Estimated magnetic entropy by two methods. a, Integrated CpͼT
-1 data from 

method one. Although the dip in entropy around T = 50 K is unphysical, the general result, of 

two distinct regions of entropy loss - below and above T § 100 K – is the same as that found by 

method two. b, Integrated CpͼT
-1 from method two. This data is the same as paper figure 2c, and 

also shows two distinct regions of entropy loss.  
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Figure 2 | Physical properties of LiZn2Mo3O8. a, Inverse magnetic susceptibility as a function of temperature for LiZn2Mo3O8. Curie–Weiss fits to the two
distinct linear portions are shown. Two-thirds of the spins ‘disappear’ on cooling below T = 96 K. The Curie constant C is in units of e.m.u. K Oe�1 mol fu�1.
b, Heat capacity divided by temperature as a function of temperature. The inset shows a strong magnetic field dependence of the low-temperature specific
heat. Data for non-magnetic Zn2Mo3O8 are shown for comparison. c, Integrated entropy as a function of temperature. The lattice contribution was
subtracted before integrating (see Supplementary Information). Error bars are calculated using standard analysis of error techniques for the propagation of
the uncertainty in each Cp measurement through the numerical integration. This is given by �SN =P
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is the uncertainty in the Cp/T value of the ith point. d, Proposed magnetic phase diagram of LiZn2Mo3O8. Below T = 96 K the
spins enter a condensed valence-bond state.

magnetic order. Furthermore, the difference in entropy between
T = 0.1K and T = 100K is approximately 1/3R · ln(2), consistent
with freezing out of the remaining one-third of spins that did not
condense into singlets at T = 96K.

The resulting magnetic phase diagram of LiZn2Mo3O8 is shown
in Fig. 2d. Near room temperature, the system is paramagnetic and
the spins thermally randomize. Cooling below the condensation
temperature (T ⇠ 96K), two-thirds of the spins form a condensed
valence-bond state. The remaining one-third of the spins are still
paramagnetic and interacting antiferromagnetically until lower
temperatures, at which point they lose entropy in a yet-to-
be determined manner.

These results indicate that LiZn2Mo3O8 exhibits geometric mag-
netic frustration between S= 1/2 magnetic clusters and two-thirds
of the spins condense into singlets below approximately T = 96K.
Therefore, LiZn2Mo3O8 is a candidate for a resonating valence-
bond state, as there is no evidence for static singlets. More generally,
our results show how an extended lattice of magnetic clusters, in
place of magnetic ions, produces exotic physics while providing
numerous advantages in the design and control of magnetically

frustrated materials. This approach opens a new chemical frontier
in the search for emergent phenomena in frustrated systems.

Methods
Phase-pure LiZn2Mo3O8 was synthesized from a mixture of Mo, ZnO,
Li2MoO4 and MoO2 (99+% purity) with an overall starting formula of
LiZn2Mo3O8(Li2Zn2O3)0.2. Mo was used as received. ZnO and Li2MoO4 were
dried at T = 160 �C overnight. MoO2 was purified by heating overnight under
flowing 5% H2/95%Ar. The mixtures were pressed into pellets, placed in alumina
crucibles and double-sealed in evacuated, fused-silica tubes. The reaction vessel
was heated to T = 600 � C for 24 h, ramped to T = 1,000 � C at 10 �Ch�1, held for
12 h, followed by a water quench. The sample was reground and heated again in the
same manner. Zn2Mo3O8 was synthesized in a similar manner, but with 3% excess
ZnO and a final temperature of T = 1,050 �C.

Magnetization measurements, heat capacities and resistivities were measured
on a sintered pellet in a Quantum Design Physical Properties Measurement
System using a dilution refrigerator for T < 2K measurements. Heat capacities
were measured three times at each temperature using the semi-adiabatic pulse
technique, waiting for three time constants per measurement. Data were collected
from T = 0.05K to T = 400K under magnetic fields of µoH = 0 T, µoH = 1 T and
µoH = 9 T. Magnetic susceptibilities were measured from T = 1.8K to T = 320K
under a µoH = 1 T field. Laboratory X-ray powder diffraction patterns were
collected using Cu K↵ radiation (1.5418Å) on a Bruker D8 Focus diffractometer
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Figure 2 | Physical properties of LiZn2Mo3O8. a, Inverse magnetic susceptibility as a function of temperature for LiZn2Mo3O8. Curie–Weiss fits to the two
distinct linear portions are shown. Two-thirds of the spins ‘disappear’ on cooling below T = 96 K. The Curie constant C is in units of e.m.u. K Oe�1 mol fu�1.
b, Heat capacity divided by temperature as a function of temperature. The inset shows a strong magnetic field dependence of the low-temperature specific
heat. Data for non-magnetic Zn2Mo3O8 are shown for comparison. c, Integrated entropy as a function of temperature. The lattice contribution was
subtracted before integrating (see Supplementary Information). Error bars are calculated using standard analysis of error techniques for the propagation of
the uncertainty in each Cp measurement through the numerical integration. This is given by �SN =P

N

i=1(x

i+1 �x

i

)/2
p

(�y

i+1)2 +(�y

i

)2, where the error bars
are given by �S

N

, and �y

i

is the uncertainty in the Cp/T value of the ith point. d, Proposed magnetic phase diagram of LiZn2Mo3O8. Below T = 96 K the
spins enter a condensed valence-bond state.

magnetic order. Furthermore, the difference in entropy between
T = 0.1K and T = 100K is approximately 1/3R · ln(2), consistent
with freezing out of the remaining one-third of spins that did not
condense into singlets at T = 96K.

The resulting magnetic phase diagram of LiZn2Mo3O8 is shown
in Fig. 2d. Near room temperature, the system is paramagnetic and
the spins thermally randomize. Cooling below the condensation
temperature (T ⇠ 96K), two-thirds of the spins form a condensed
valence-bond state. The remaining one-third of the spins are still
paramagnetic and interacting antiferromagnetically until lower
temperatures, at which point they lose entropy in a yet-to-
be determined manner.

These results indicate that LiZn2Mo3O8 exhibits geometric mag-
netic frustration between S= 1/2 magnetic clusters and two-thirds
of the spins condense into singlets below approximately T = 96K.
Therefore, LiZn2Mo3O8 is a candidate for a resonating valence-
bond state, as there is no evidence for static singlets. More generally,
our results show how an extended lattice of magnetic clusters, in
place of magnetic ions, produces exotic physics while providing
numerous advantages in the design and control of magnetically

frustrated materials. This approach opens a new chemical frontier
in the search for emergent phenomena in frustrated systems.

Methods
Phase-pure LiZn2Mo3O8 was synthesized from a mixture of Mo, ZnO,
Li2MoO4 and MoO2 (99+% purity) with an overall starting formula of
LiZn2Mo3O8(Li2Zn2O3)0.2. Mo was used as received. ZnO and Li2MoO4 were
dried at T = 160 �C overnight. MoO2 was purified by heating overnight under
flowing 5% H2/95%Ar. The mixtures were pressed into pellets, placed in alumina
crucibles and double-sealed in evacuated, fused-silica tubes. The reaction vessel
was heated to T = 600 � C for 24 h, ramped to T = 1,000 � C at 10 �Ch�1, held for
12 h, followed by a water quench. The sample was reground and heated again in the
same manner. Zn2Mo3O8 was synthesized in a similar manner, but with 3% excess
ZnO and a final temperature of T = 1,050 �C.

Magnetization measurements, heat capacities and resistivities were measured
on a sintered pellet in a Quantum Design Physical Properties Measurement
System using a dilution refrigerator for T < 2K measurements. Heat capacities
were measured three times at each temperature using the semi-adiabatic pulse
technique, waiting for three time constants per measurement. Data were collected
from T = 0.05K to T = 400K under magnetic fields of µoH = 0 T, µoH = 1 T and
µoH = 9 T. Magnetic susceptibilities were measured from T = 1.8K to T = 320K
under a µoH = 1 T field. Laboratory X-ray powder diffraction patterns were
collected using Cu K↵ radiation (1.5418Å) on a Bruker D8 Focus diffractometer
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sufficient to completely quench it. The expected behavior if
there was only nuclear relaxation is indicated by the dashed
lines in Fig. 3(b). Interestingly, there remains a significant
relaxation even in a longitudinal field of µoH = 0.2 T, the
maximum field available on this spectrometer. In fact, the
unquenched relaxation observed at µoH = 0.01 T, which is
very similar to that observed at µoH = 0.2 T, is most likely the
result of slowly fluctuating electronic spins, which fluctuate all
the way down to T = 0.07 K.

The temperature dependence of this unquenched relaxation
rate λ at µoH = 0.01 T is shown in Fig. 3(d). Clearly,
there is a significant relaxation persisting at all temperatures,
indicative of electronic spin fluctuations with dynamics not
set by a thermal scale. There is, however, no signature
of the valence-bond condensation at T ∼ 100 K that was
inferred from bulk magnetic susceptibility and heat capacity
measurements [20]. Rather than indicating the absence of
valence-bond condensation, it is possible that the lack of a
change at T ∼ 100 K is due to the changes in the spin fluctuation
spectrum being outside the muon timescale. Above and below
the condensation temperature, the paramagnetic spins fluctuate
at the exchange frequency (J/! ∼ 1012 Hz), which is too fast
to be detected by the muons since muons are sensitive to
fluctuations in the v = 105 to 1010 Hz frequency range. Further,
the condensed valence bonds do not contribute to the local B
field, therefore a transition into a dynamic condensed valence-
bond state is effectively invisible to µSR spectroscopy.

III. DISCUSSION

More detail about the local susceptibility comes from
further analysis of the NMR and µSR relaxation dynamics and
comparison to bulk magnetization and neutron experiments.
The measured µSR (λ) and NMR [(T1)−1, from NMR FFT
line “a,” Figs. 2(b) and 2(c)] relaxation rates are related to the
local dynamical spin susceptibility since

λ

T
≃ 1

T1T
≃

∑
| A(q) |2 χ ′′(q,ωo)

ωo

, (2)

where A(q) is the appropriate wave vector-dependent form
factor for NMR [35] or µSR, ωo is the NMR or µSR
frequency, and χ ′′(q,ωo) is the imaginary part of the dynamical
electron spin susceptibility. Figure 4(a) shows λT −1 (µSR) and
(T1T )−1 (NMR) scaled for comparison to the bulk magnetic
susceptibility. These data show, consistent with the bulk
susceptibility, that the local magnetism in LiZn2Mo3O8 is
fluctuating at all accessible temperatures, with an increase
in short-range spin-spin correlations, and reduction in the
electron spin fluctuation rate, as the temperature is lowered.
The weak magnetic-field dependence of the electron relaxation
rate is similar to what is observed in a system with strong
antiferromagnetic interactions (on the scale of θ = −220 K in
LiZn2Mo3O8) such as herbertsmithite [25, 36]. The discernible
deviation or bump of (T1T )−1 and λT −1 in the range 50 K <
T < 100 K is likely due to the freezing of lithium ions. For
NMR, this bump originates from the merging of the “d”
(mobile lithium) peak with the main NMR peak “a” as the
lithium ions freeze. The bump in the µSR data is due to
changes in µ+ ion diffusion as the lithium ions freeze, as is well
known other systems with mobile lithium ions [37–40]. More

FIG. 4. (Color online) (a) NMR spin-lattice relaxation rate [of
peak “a,” see Fig. 2 (b)] divided by temperature, (T1T )−1, a measure
of electron spin relaxation scales with µSR λT −1. Both data sets
are compared to the previously reported bulk magnetic susceptibility,
shown as a gray line. The data are self-consistent and indicate gapless,
short-range spin-spin correlations. The characteristic measurement
frequencies for each technique are approximately ωo = 8 × 106 Hz
for µSR at µoH = 10 mT and ωo = 9 × 107 Hz for 7Li NMR at
µoH = 5.36 T. (b) The bulk susceptibility divided by NMR (T1T )−1

and µSR λT −1, a measure of relaxation rate as compared to inelastic
neutron scattering data [33]. The data show a slowing of spin fluctu-
ations as the temperature is lowered, in agreement with the electron
spin relaxation rate (%) extracted from inelastic neutron scattering
(blue diamonds). The red line is a guide to the eye, calculated by
fitting to the NMR data the exponential 0.004 ( e.m.u.·s·K0.71

Oe·molf.u.
)T 0.29. The

error bars on the µSR data were calculated by propagating errors on
both the bulk susceptibility and µSR datasets.

importantly, the trend of increasing (T1T )−1 as T approaches
zero indicates the onset of short-range spin correlations that
do not have a gap in the excitation spectrum. This is in
agreement with the dynamical susceptibility extracted from
inelastic neutron scattering [33], which shows an increase as
the temperature is lowered and was suggestive of gapless spin
excitations. Figure 4(b) shows previously reported [20] bulk
susceptibility divided by the µSR (λT −1) and NMR (T1T )−1,
which demonstrates the slowing of spin fluctuations as the
temperature is lowered. A fit of χ ′′(E) to the momentum
averaged neutron data yields the relaxation response (from

064407-4

1/(T1T ) / D(EF )
2

Cv ⇠ T 2/3, � ⇠ const

at very low temperature (<1K).

NMR: large density of low-energy spin excitations  
because of the reduced bandwidth

0.21, and 6.6 meV. Contributions from the empty cryostat
were subtracted and the measured intensity was normalized
to Bragg scattering from the sample [27].
We start with the low-energy experiment for which the

cross section ~IðQ;EÞ≡ ki=kfðd2σ=dΩdEfÞ is plotted in
Figs. 2(a) and 2(b) as a function of neutron energy transfer
E≡ ℏω and momentum transfer ℏQ≡ ℏjQj. Besides
elastic nuclear scattering, there is for LiZn2Mo3O8 a broad
plume of scattering extending from the elastic line up to the
highest measured E ¼ 1.3 meV, concentrated at small
Q < 1.0 Å−1, and with a temperature-dependent character-
istic wave vector [Fig. 2(a)]. There is no such signal for
Zn2Mo3O8 in the same Q range, but instead a weak flat
mode at E ¼ 1.01ð1Þ meV, the intensity of which
decreases with Q and vanishes by Q≈1.0Å−1 [Fig. 2(b)].
For largerQ > 1.1 Å−1, both samples display V-like ridges
of intensity emerging from nuclear Bragg reflections. This
spurious signal is temperature independent and results
from incoherent elastic scattering from the monochromator
or analyzer and a nuclear Bragg reflection from the sample.
Our observations can be compared to the cross section

for inelastic magnetic neutron scattering associated with
Mo3O13 spins, ~ImðQ;EÞ¼ r20jðg=2ÞFðQÞj22~SðQ;EÞ. Here,
~SðQ;EÞ is the dynamical spin correlation function, FðQÞ
the spherically averaged form factor for unpaired electrons
in the sample, and r0 ¼ 0.539 × 10−12 cm. Within the
dipole approximation [28] and assuming a quenched orbital
contribution for Mo3O13ð7eÞ, we obtain the spin-only from
factor FðQÞ ¼

R
d3rρðrÞeiQ·r from the unpaired electron

density ρðrÞ of Fig. 1(a).
The spherically averaged squared amplitude jFðQÞj2

decreases with increasing Q and drops to 10% of its initial
value by Q ≈ 1.0 Å−1 [Fig. 1(b)]. This resembles the trend
observed experimentally for small Q in Figs. 2(a) and 2(b),
suggesting that both the broad signal in LiZn2Mo3O8 and
the flat excitation in Zn2Mo3O8 have a magnetic origin. For
LiZn2Mo3O8 this is reinforced by the temperature evolu-
tion of the signal, determined by subtracting 30 K data from
lower temperature measurements. Upon cooling to 1.7 K,
the intensity increases forQ < 1.0 Å−1 and from the elastic
line up to at least E ¼ 2.5 meV [Fig. 2(c)]. A more detailed
temperature dependence focusing on E ¼ 0.3 meV reveals
a substantial decrease of the Q < 1.0 Å−1 signal from
T ¼ 1.7 K to T ≈ 10 K while the Q > 1.4 Å−1 is T
independent [Fig. 2(d)].
In contrast, the signal observed in Zn2Mo3O8 [Fig. 2(b)]

consists of a weak resonant mode with integrated intensity
that follows jFðQÞj2 remarkably well, particularly for
0.4 < Q < 1.0 Å−1 [Fig. 2(e)]. This flat mode carries a
temperature-independent spectral weight corresponding to
≈10% of that observed in LiZn2Mo3O8 [Fig. 2(a)] or about
3% of that expected from one S ¼ 1=2 per Mo3O13 cluster.
We associate this scattering with a local intramolecular
excitation of Mo3O13ð6eÞ that validates the general trend of
our ab initio predictions for the form factor [Fig. 1(b)].

For a more quantitative understanding, we isolated
the inelastic magnetic scattering contribution, ~ImðQ;EÞ,
by subtracting the sample elastic nuclear scattering.
Specifically, the elastic incoherent line shape observed in
Zn2Mo3O8 for E < 0.8 meV and 0.3 ≤ Q ≤ 1.1 Å−1 was
scaled to the ~IðQ;E ¼ 0Þ intensity of LiZn2Mo3O8 and
subtracted [Figs. 3(a) and 3(b)].
The momentum dependence of the resulting intensity,

~ImðQÞ ¼
R
dE~ImðQ;EÞ, was extracted by integrating

over 0.2 < E < 1.3 meV. A peak is observed for Q ¼
0.41ð2Þ Å−1 at 1.7 K, which shifts to a lower
Q ¼ 0.35ð2Þ Å−1 upon warming to 30 K [Fig. 3(c)].
This indicates the signal is a collective excitation of the
Mo3O13ð7eÞ spins rather than a local intramolecular
excitation. The latter would peak at a much higher Q,
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FIG. 3 (color online). Neutron scattering intensity in
LiZn2Mo3O8 (Ef ¼ 2.5 meV) at (a) 1.7 K and (b) 30 K corrected
for the sample incoherent scattering. (c) Momentum dependence
of ~ImðQÞ for LiZn2Mo3O8 compared to Zn2Mo3O8

(0.2 ≤ E ≤ 0.8 meV) revealing background contributions below
Q ≈ 0.3 Å−1 (black arrow). Fits to ~IvbðQÞ are indicated by thick
black lines (solid 1.7 K, dashed 30 K). The thin lines are fits to
~IdðQÞ at 1.7 K with d0 ¼ 2.6 Å (dotted gray), d1 ¼ 5.8 Å (solid
blue), and d2 ¼ 10.0 Å (dashed red). (d) Energy dependence of
χ00ðEÞ at 1.7 K (full symbols) and 30 K (open symbols). Solid and
dashed lines are fits to a relaxation response. Error bars represent
1 standard deviation.
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Neutron scattering: it would be nice to compare the prediction  
from the spinon band structure in future work. Single crystal  
data and better resolution are preferred. 

1. thermodynamics

2. spectroscopic
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What is type-I CMI?

observed for the compounds containing Mo3 clusters with 7 elec-
trons. LiZn2Mo3O8 presents a magnetic moment of 1.39 μB

(C¼0.24 emu K Oe"1 mol fu"1) above 96 K and 0.8 μB

(C¼0.08 emu K Oe"1 mol fu"1) below 96 K. According to the
authors, this reduction of the magnetic moment result from the
formation of a condensed valence-bond state by two thirds of
the spins.

4. Conclusion

The novel compound Li2InMo3O8 was prepared from a reaction
of Li2MoO4, In2O3, MoO3 and Mo at 850 1C in an evacuated silica
tube. The compound crystallizes in the space group P63mc and is
isomorphous with Li2SnMo3O8. Consequently, it crystal structure
contains triangular Mo3 clusters. The trivalent oxidation state of
the indium leads to one unpaired electron per Mo3 and thus gives
rise to a paramagnetic spin behavior. Finally, the magnetic sus-
ceptibility vs. temperature curve shows a maximum at 25 K arising
probably from an antiferromagnetic ordering between the Mo3
clusters.

Appendix A. Supporting information

Supplementary data associated with this article can be found in
the online version at http://dx.doi.org/10.1016/j.jssc.2013.10.006.
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Fig. 4. The Mo3O13 cluster unit with its numbering scheme (ellipsoids at the 97%
probability level).
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Fig. 6. Magnetic susceptibility as a function of temperature for Li2InMo3O8 (circle)
and LiInMo3O8 (square). Data were taken under an applied field of 5000 Oe.

Table 5
Effective magnetic moments for the compounds containing Mo3 clusters with
7 electrons.

μeff (μB) Reference

LiZn2Mo3O8 1.39 (T496 K) [10]
ScZnMo3O8 1.50 [6]
Li2InMo3O8 1.50 This work

Table 4
Mo–Mo distances, average Mo–O distances, number of electrons per Mo3 cluster
deduced from stoichiometry and from the Brown and Wu relationship for the
compounds containing only Mo3 clusters.

Mo–Mo
(Å)

Average
Mo–O (Å)

e"/Mo3
(stoichiometry)

e"/Mo3
(Brown and Wu)

Zn2Mo3O8 2.5326(2) 2.017 6 5.8
LiZn2Mo3O8 2.578(1) 2.058 7 7.4
Li2InMo3O8 2.5455(4) 2.058 7 7.4
Li2SnMo3O8 2.5036(7) 2.080 8 8
Zn3Mo3O8 2.580(2) 2.087 8 8.3
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Fig. 5. Inverse magnetic susceptibility as a function of temperature for Li2InMo3O8.
Data were taken under an applied field of 5000 Oe. Curie–Weiss fit is represented
by the solid line.
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no susceptibility anomaly ! 
Li2InMo3O8 as a type-I CMI ? 

quantum spin liquid ?
type-I CMI is a triangular lattice spin liquid

M2Mo3O8 (M=Mg,Mn,Fe,Co,Ni,Zn,Cd), 

LiRMo3O8 (R=Sc,Y,In,Sm,Gd,Tb,Dy,Ho,Er,Yb) and many others.

Many materials mean many opportunities to discover new physics there. 

P Gall, etc, J Solid State Chem. 2013
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• Motivation and introduction 

• Cluster Mott insulator in 2D: theory and experiments 

• Cluster Mott insulator in 3D: theory and experiments  

• Summary
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Magnetic monopoles

Defect tetrahedra 
(1in-3 out or 3 in-1out) 

act like magnetic 
charges

The monopoles are the ends of a string, 
which is not “pinned” because the the 

strings fail to find their equilibrium state
c.f. Melko et al, 2001

Castelnovo et al, 2008

ICE AGE 1: classical spin ice

M. Gingras, R. Melko, C. Castelnovo, R. Moessner,  
S. L. Sondhi,O. Tchernyshyov, M. J. Harris,  
S. T. Bramwell, D.J.P. Morris, …….

ICE AGE 2: quantum spin ice

So far, not confirmed experimentally!  
Because of very small energy scale.

Solution: d electrons, or others ?

M. Gingras, R. Melko, M Hermele, L. Balents,  
M. Fisher, L. Savary, S. Lee, Y. Wan,  
O. Tchernyshyov, G. Chen, Y.-P. Huang,…….. 
C. Broholm, K. Ross, B. Gaulin…….. 

stolen from L. Balents and L. Savary

lots of materials
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A little more about the motivation

1. Can we use other degrees of freedom to reveal quantum spin ice physics?  

electron = spin + charge + orbital (for condensed matter physicists only!) 

quantum spin ice (most famous !) 
quantum charge ice (the rest of the talk) 

quantum orbital ice (Gang Chen, unpublished)

2. Any other physical observables that do not have strong temperature  
    constraint but still manifest the intrinsic properties of quantum spin ice?  
                   Not trivial !  (Gang Chen, working in progress !)

Gang Chen’s theory group 
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3D cluster Mott insulator 

Fractionalized charge excitations in a spin liquid on partially-filled pyrochlore lattices

Gang Chen,1 Hae-Young Kee,1 and Yong Baek Kim1, 2

1Department of Physics, University of Toronto, Toronto, Ontario, M5S1A7, Canada
2School of Physics, Korea Institute for Advanced Study, Seoul 130-722, Korea

(Dated: September 9, 2014)

We study the Mott transition from a metal to cluster Mott insulators in the 1/4- and 1/8-filled
pyrochlore lattice systems. It is shown that such Mott transitions can arise due to charge localiza-
tion in clusters or in tetrahedron units, driven by the nearest-neighbor repulsive interaction. The
resulting cluster Mott insulator is a quantum spin liquid with a spinon Fermi surface, but at the
same time a novel fractionalized charge liquid with charge excitations carrying half the electron
charge. There exist two emergent U(1) gauge fields or “photons” that mediate interactions between
spinons and charge excitations, and between fractionalized charge excitations themselves, respec-
tively. In particular, it is suggested that the emergent photons associated with the fractionalized
charge excitations can be measured in X-ray scattering experiments. Various other experimental
signatures of the exotic cluster Mott insulator are discussed in light of candidate materials with
partially-filled bands on the pyrochlore lattice.

PACS numbers: 75.10.Hf

In Mott insulators, strong correlation causes the charge
localization[1]. As the charge excitation gap becomes
smaller near the insulator-metal transition, the strong
local charge fluctuations can generate significant long-
range and/or ring exchange spin interactions. It has been
recognized that these interactions may stabilize the so-
called quantum spin liquid (QSL)[2, 3], where there ex-
ist charge-neutral spin-1/2 excitations or spinons while
spinless charge excitations are gapped[4]. In particular,
when the transition from a metal to the spin liquid is
continuous, the resulting spin liquid may form a Fermi
surface of the spinons. In the study of a Hubbard model
at the 1

2

filling for the 2D triangular and 3D hyperkagome
lattices[5–7], this new type of Mott transition is shown to
occur as one increases the on-site Hubbard interaction.
On the experimental front, such transitions can be of rel-
evance to QSL candidate materials such as the 2D trian-
gular lattice organic compound -(ET)

2

Cu
2

(CN)
3

[8] and
the 3D hyperkagome material Na

4

Ir
3

O
8

[9]. In this spin
liquid state, the spinons are interacting with an emergent
U(1) gauge field or “photon”, hence it is called the U(1)
QSL[2, 3, 5–7, 10]. On the other hand, the charge exci-
tations behave trivially and are simply localized on the
lattice sites forming a charge “solid” with gapped charge
qe excitations. One may wonder whether it is possible to
have a Mott insulator where the charge physics becomes
non-trivial in addition to the spin sector.

In this letter, we study Mott insulators and Mott tran-
sitions in partially-filled pyrochlore lattice systems. We
uncover a novel cluster Mott insulator (CMI), where
the electrons are localized within the tetrahedral clus-
ters rather than on lattice sites. An example of CMI
on the Kagome lattice has recently been discovered in
LiZn

2

Mo
3

O
8

and studied by us theoretically[11, 12]. For
the CMI on the pyrochlore lattice discussed in this letter,
there exist fractionalized charge excitations and an emer-

gent gauge photon that arises from the collective charge

fluctuations. Besides the fundamental interest, this prob-
lem is of interest from the experimental point of view.
Pyrochlore lattice systems with partially-filled bands oc-
cur in various materials with mixed-valence magnetic
ions[13–16]. The model and underlying physics discussed
in our work would potentially be relevant to such sys-
tems.
We focus on a single-band Hubbard model,

H = �t
X

hiji,�

(c†i�cj� + h.c.)� µ
X

i

ni

+V
X

hiji

ninj +
U

2

X

i

(ni �
1

2
)2, (1)

where c†i� (ci�) is the electron creation (annihilation) op-
erator at site i with spin � and ni (ni =

P
� ni�) is the

electron number operator. We consider 1

4

- and 1

8

-filled
cases. Throughout this paper, we assume that the on-site
Hubbard U is the biggest energy scale. Notice, however,
that the interaction U cannot cause electron localization
for a partially-filled band. It is the nearest-neighbor re-
pulsion V that drives the charge localization and the for-
mation of Mott insulators. Similarly to the 1

2

-filled case,
the spin sector may form a QSL with a spinon Fermi sur-
face for su�ciently large V . In contrast to the 1

2

-filled
case, however, the electrons in the Mott regime are lo-
calized on tetrahedral clusters with two(one) electrons
per tetrahedron in the 1

4

( 1
8

)-filled case. In the classical
V = 1 limit, the electron site-occupation configurations
of this CMI are highly degenerate[17]. This is analogous
to the degenerate ground-state manifold in the classical
spin ice[18] ( 1

2

-magnetization plateau state[19]) for the 1

4

( 1
8

)-filled case.
It is shown that, at finite V , the charge sector sup-

ports an additional emergent U(1) gauge field and frac-
tionalization of charge quantum number in analogy to
the quantum spin ice or 1

2

-magnetization plateau state.

1/4 (or 1/8) electron filling

2

(a) (b)

(c) (d)

(e)

FIG. 1. (Color online) The ring hopping processes of charge
rotors around a hexagon in the CMI, for the 1

4 - and
1
8 -filled

cases shown in (a) and (b). As shown in (c), r and r0 are
located on the center of the tetrahedra and form a dual di-
amond lattice. We use “r, r0” (“i, j”) to label the diamond
(pyrochlore) lattice sites. In (c), r 2 A diamond sublattice
and eµ are four vectors connecting A sublattice sites to the
four neighboring B sublattice sites. In (d), the electron charge
fractionalization in the FCL/QSL phase is illustrated. The
two end charge defects are connected by a fictitious string.
The phase diagram at the 1

4 - or 1
8 -filling is plotted in (e).

Here, (Vt )c = 1.65(0.98) for the 1
4 (

1
8 )-filling in the mean-field

theory. There are only two phases: a Fermi liquid metal and
a CMI (FCL/QSL).

Therefore, the charge sector of the CMI is a U(1) frac-
tionalized charge liquid (FCL). We show that the elec-
tron in this CMI fractionalizes into a fermionic spinon
and two charge bosons that carry half the electron charge.
The transition to a Fermi liquid metal occurs when the
fractionally-charged bosons condense. We also discuss
thermodynamic and spectrascopic properties of this novel
Mott insulating phase.

Weak Mott regime for

1

4

filling. We start with the 1

4

filled case. The model has a Fermi liquid ground state for
V ⌧ t [20] and a Mott insulating ground state for V � t.
To study the Mott transition of this Hubbard model, we
first introduce the usual slave rotor formalism[3, 21] and

express the electron operator as c†i� = ei✓if†
i�, where ei✓i

is the bosonic rotor operator carrying electric charge qe
and f†

i� is the charge-neutral fermionic spinon operator.
To preserve the physical Hilbert space, we impose the
gauge constraint Lz

i = (
P

� f
†
i�fi�) � 1

2

, where Lz
i is the

conjugate operator of ✓j with [✓i, Lz
j ] = i�ij . Via a decou-

pling of the electron hopping term, the original Hubbard
model is reduced to two coupled Hamiltonians H

sp

and
H

ch

for the spin and charge sectors, respectively,
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Here, te↵ij = thei✓i�i✓j i ⌘ |te↵ij |eiaij , Je↵

ij = t
P

�hf
†
i�fj�i ⌘

|Je↵

ij |e�iaij and hi is the Lagrange multiplier that imposes
the Hilbert space constraint. With this reformulation of
the Hubbard model, the Hamiltonians H

sp

and H
ch

are
now invariant under an internal U(1) gauge transforma-
tion f†

i� ! f†
i�e

�i�i , ✓i ! ✓i+�i and aij ! aij +�i��j .
This internal U(1) gauge structure will be referred as
U(1)

sp

in the following.

In the half-filled case, the electrons are localized on
the lattice sites in the Mott insulator. In the slave ro-
tor formulation, the QSL Mott insulator corresponds to
the deconfined phase of the U(1)

sp

gauge theory, and its
transition to the metallic phase is induced by the con-
densation of the charge rotor[3, 21]. The situation for 1

4

filling is somewhat di↵erent, even though the spin sector
behaves similarly and forms a U(1)

sp

QSL with a spinon
Fermi surface in the Mott regime. For the charge sector,
the strong inter-site repulsion V

2

P
tet

(
P

i2tet

Lz
i )

2+const
(where tet refers to a tetrahedron) penalizes single charge
motion from one tetrahedral cluster to another and leads
to charge localization on the cluster. Hence, the total
charge number on each tetrahedra is constrained to be
two, or equivalently, satisfies the “charge ice constraint”P

i2tet

Lz
i = 0, which is reminiscent of the spin ice con-

straint in the classical spin ice[18, 22–26]. Similarly to
the classical spin ice [18], the classical charge ice con-
figurations in the infinite V limit are macroscopically
degenerate[17, 27]. These features drastically modify the
charge sector physics.

We now adopt a self-consistent mean-field approach
and assume a uniform slave-rotor mean-field solution
such that te↵ij ⌘ te↵, Je↵

ij ⌘ Je↵ and hi ⌘ h. In the

CMI, the rotor hopping Je↵ introduces quantum fluctua-
tions and lifts the extensive charge ice degeneracy, which
is captured by a standard perturbative treatment of Je↵.
We preserve the charge ice constraint in the ground state
and obtain an e↵ective ring rotor hopping model from

charge ice rule

Charge sector is a Coulombic charge liquid.
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Excitations
• Where spin ice realizes “emergent 

magnetostatics”, the QSL is “emergent 

compact quantum electrodynamics”

• coherent propagating monopoles = 

“spinons”• dual (electric) monopoles 

• artificial photon

Hermele et al, 2004

qe
2

�qe
2

fermionic  
spinon

Charge fractionalization of the Coulombic charge liquid

• Low-energy physics in the charge sector is described by an emergent 
(compact) quantum electrodynamics in 3+1D 

• Charge excitation carries 1/2 the electron charge !

c†j� ⇠ f†
j��

†
r�r0e

iArr0
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Here charge boson carries both U(1)c and U(1)sp gauge charge.
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• (Inelastic) X-ray scattering measures U(1) gauge field correlation in the charge sector

4

the electron occupation number per tetrahedron is 1, i.e.P
i2tet

Lz
i = �1. The low energy model of the charge sec-

tor is then obtained through the ring hopping processes
of the rotors around a hexagon (see Fig. 1(b)). In the
end, the charge occupation-number constraint and the
low energy model are identical to the 1

2

-magnetization
plateau state of a spin- 1

2

XXZ model on the pyrochlore
lattice in a uniform magnetic field[16]. It is known that
the 1

2

-magnetization plateau state is a U(1) QSL with the
same universal properties as the quantum spin ice[16].
Therefore, the charge sector for the 1

8

-filled case is also a
U(1)

ch

FCL with the same low energy excitations as the
1

4

-filled case.
Strong Mott regime. Here we turn to the strong Mott

regime with V � t. Let us start with the cluster Mott
insulator at the 1

8

-filling, where the electrons on neighbor-
ing tetrahedra are always separated by one unoccupied
site (see Fig. 1(b)). The dominant interaction arises from
the ring hopping processes of the three electrons on the
hexagon and is described by

H
e↵

= �Je

ring

X

hexagon

X

↵��

(c†
1↵c2↵c

†
3�c4�c

†
5�c6�

+c†
1↵c6↵c

†
5�c4�c

†
3�c2� + h.c.), (7)

where Je

ring

= 6t3

V 2 is the electron ring hopping ampli-
tude. This interaction does not transfer charges between
tetrahedra, but does transfer spin quantum numbers and
hence overwhelms any other spin-spin interactions that
arise from higher order processes. We emphasize that
Eq.7 cannot be cast into the usual form of pairwise spin
interactions or ring exchange, which is an important dif-
ference between the cluster Mott insulators and conven-
tional magnets. In conventional magnets, the spin mo-
ment can be considered as being coupled to a mean mag-
netic field generated by the exchange interactions from
neighboring spins and if this mean magnetic field does
not fluctuate strongly, the spin tends to align with this
field and develop magnetic ordering. For the cluster Mott
insulator here, such a mean magnetic field cannot be de-
fined from the interaction in Eq.7 and thus we do not
expect simple magnetic ordering. Then, for the spin sec-
tor, we may expect the QSL from the weak Mott regime
to remain in the strong Mott regime. For the charge
sector, we note that the e↵ect of Eq.7 on the charge exci-
tations is identical to the charge rotor hopping processes
in Eq.4. Following the same reasoning as presented for
the weak Mott regime, we expect the same U(1)

ch

FCL
to arise in the strong Mott regime.

In the strong Mott regime for the 1

4

-filling, there ex-
ists a superexchange spin-spin interaction between near-
est neighbor sites with the exchange coupling J

ex

=
4t2

U�V + 8t3

V 2 . Since this energy scale J
ex

is larger than or
comparable to the electron ring hopping amplitude Je

ring

,
the FCL/QSL may survive or be destabilized depending
on di↵erent parameter regimes[29].

Discussion. We now discuss the experimental signa-
tures related to these exotic cluster Mott insulators. We
begin with the principal physical properties in the vincin-
ity of the Mott transition. The Mott transition is con-
tinuous in the mean-field theory, but might turn to a
weakly first order transition upon including U(1)

ch

gauge
fluctuations[30]. Even in that case, the first order e↵ect
may be important only at extremely low temperatures.
So for a rather wide temperature range, the physics near
the Mott transition is controlled by the critical fraction-
alized charge bosons coupled to the U(1)

ch

and U(1)
sp

gauge fields, and the fermionic spinons coupled to the
U(1)

sp

gauge field. Similarly to the half-filled case stud-
ied earlier[7], the dynamical critical exponent for the
charge boson (fermionic spinon with U(1)

sp

) is z = 1
(z = 3). Hence we expect two crossover temperature
scales for specific heat and electric resistivity, respec-
tively. Due to further fractionalization of charge exci-
tations, the tunneling density of states at the transition
would be highly suppressed as N crit

tunn

(!) ⇠ !4 instead of
!2 as in the half-filled case[7].

The low energy U(1)
ch

gauge field originates from
the electron charge fluctuations and may be probed by
elastic and/or inelastic X-ray scattering. Similarly to
the spin structure factor in the quantum spin ice[22,
23, 25, 31], the inelastic charge structure factor of the
cluster Mott insulator at low energies can be regarded
as the emergent “electric-field” correlator and is given
by Im[E↵

�k,�!E
�
k,!] / [�↵� � k↵k�

k2 ]! �(! � v|k|), where
Er+ 1

2eµ
⌘ Lz

r,r+eµ

eµ

|eµ| = (nr+ 1
2eµ

� 1

2

) eµ

|eµ| and r 2 A dia-

mond sublattice. Here v is the speed of the U(1)
ch

gauge
photon.

The cluster Mott insulator is expected to lose
the quantum coherence around a temperature T ⇤ ⇠
max[Je

ring

, Jex] in the Mott regime. In the temperature
range T ⇤ <⇠ T <⇠ V , the cluster electron occupation-
number constraint still holds and the system is described
by a thermal charge liquid, where degenerate charge con-
figurations are equally allowed. Similarly to the classi-
cal spin ice[15], the equal-time charge structure factor is

given by hE↵
�kE

�
k i / �↵�� k↵k�

k2 , which leads to the pinch
point structures in the k space [15, 19–21].

There exist several candidate materials for 1

4

- or
1

8

-filled pyrochlore lattice systems. Various spinels
such as LiV

2

O
4

(with V3.5+:d1.5)[10], CuIr
2

S
4

(with
Ir3.5+:d5.5)[13] and GaTa

4

Se
8

(with Ta3.25+:d1.75)[11]
may be good candidates for 1

4

- and 1

8

-filling cases. The �-
pyrochlore system CsW

2

O
6

(with W5.5+: d0.5)[12] may
also be a promising system where the physics discussed
here can be explored.

Acknowledgements. This work was supported by the
NSERC, CIFAR, and Centre for Quantum Materials at
the University of Toronto. GC thanks Q. Si for the hos-
pitality during his visit to Rice University when a related
idea was motivated. YBK thanks S. Isakov for an ear-

4

the electron occupation number per tetrahedron is 1, i.e.P
i2tet

Lz
i = �1. The low energy model of the charge sec-

tor is then obtained through the ring hopping processes
of the rotors around a hexagon (see Fig. 1(b)). In the
end, the charge occupation-number constraint and the
low energy model are identical to the 1

2

-magnetization
plateau state of a spin- 1

2

XXZ model on the pyrochlore
lattice in a uniform magnetic field[16]. It is known that
the 1

2

-magnetization plateau state is a U(1) QSL with the
same universal properties as the quantum spin ice[16].
Therefore, the charge sector for the 1

8

-filled case is also a
U(1)

ch

FCL with the same low energy excitations as the
1

4

-filled case.
Strong Mott regime. Here we turn to the strong Mott

regime with V � t. Let us start with the cluster Mott
insulator at the 1

8

-filling, where the electrons on neighbor-
ing tetrahedra are always separated by one unoccupied
site (see Fig. 1(b)). The dominant interaction arises from
the ring hopping processes of the three electrons on the
hexagon and is described by

H
e↵

= �Je

ring

X

hexagon

X

↵��

(c†
1↵c2↵c

†
3�c4�c

†
5�c6�

+c†
1↵c6↵c

†
5�c4�c

†
3�c2� + h.c.), (7)

where Je

ring

= 6t3

V 2 is the electron ring hopping ampli-
tude. This interaction does not transfer charges between
tetrahedra, but does transfer spin quantum numbers and
hence overwhelms any other spin-spin interactions that
arise from higher order processes. We emphasize that
Eq.7 cannot be cast into the usual form of pairwise spin
interactions or ring exchange, which is an important dif-
ference between the cluster Mott insulators and conven-
tional magnets. In conventional magnets, the spin mo-
ment can be considered as being coupled to a mean mag-
netic field generated by the exchange interactions from
neighboring spins and if this mean magnetic field does
not fluctuate strongly, the spin tends to align with this
field and develop magnetic ordering. For the cluster Mott
insulator here, such a mean magnetic field cannot be de-
fined from the interaction in Eq.7 and thus we do not
expect simple magnetic ordering. Then, for the spin sec-
tor, we may expect the QSL from the weak Mott regime
to remain in the strong Mott regime. For the charge
sector, we note that the e↵ect of Eq.7 on the charge exci-
tations is identical to the charge rotor hopping processes
in Eq.4. Following the same reasoning as presented for
the weak Mott regime, we expect the same U(1)

ch

FCL
to arise in the strong Mott regime.

In the strong Mott regime for the 1

4

-filling, there ex-
ists a superexchange spin-spin interaction between near-
est neighbor sites with the exchange coupling J

ex

=
4t2

U�V + 8t3

V 2 . Since this energy scale J
ex

is larger than or
comparable to the electron ring hopping amplitude Je

ring

,
the FCL/QSL may survive or be destabilized depending
on di↵erent parameter regimes[29].

Discussion. We now discuss the experimental signa-
tures related to these exotic cluster Mott insulators. We
begin with the principal physical properties in the vincin-
ity of the Mott transition. The Mott transition is con-
tinuous in the mean-field theory, but might turn to a
weakly first order transition upon including U(1)

ch

gauge
fluctuations[30]. Even in that case, the first order e↵ect
may be important only at extremely low temperatures.
So for a rather wide temperature range, the physics near
the Mott transition is controlled by the critical fraction-
alized charge bosons coupled to the U(1)

ch

and U(1)
sp

gauge fields, and the fermionic spinons coupled to the
U(1)

sp

gauge field. Similarly to the half-filled case stud-
ied earlier[7], the dynamical critical exponent for the
charge boson (fermionic spinon with U(1)

sp

) is z = 1
(z = 3). Hence we expect two crossover temperature
scales for specific heat and electric resistivity, respec-
tively. Due to further fractionalization of charge exci-
tations, the tunneling density of states at the transition
would be highly suppressed as N crit

tunn

(!) ⇠ !4 instead of
!2 as in the half-filled case[7].

The low energy U(1)
ch

gauge field originates from
the electron charge fluctuations and may be probed by
elastic and/or inelastic X-ray scattering. Similarly to
the spin structure factor in the quantum spin ice[22,
23, 25, 31], the inelastic charge structure factor of the
cluster Mott insulator at low energies can be regarded
as the emergent “electric-field” correlator and is given
by Im[E↵

�k,�!E
�
k,!] / [�↵� � k↵k�

k2 ]! �(! � v|k|), where
Er+ 1

2eµ
⌘ Lz

r,r+eµ

eµ

|eµ| = (nr+ 1
2eµ

� 1

2

) eµ

|eµ| and r 2 A dia-

mond sublattice. Here v is the speed of the U(1)
ch

gauge
photon.

The cluster Mott insulator is expected to lose
the quantum coherence around a temperature T ⇤ ⇠
max[Je

ring

, Jex] in the Mott regime. In the temperature
range T ⇤ <⇠ T <⇠ V , the cluster electron occupation-
number constraint still holds and the system is described
by a thermal charge liquid, where degenerate charge con-
figurations are equally allowed. Similarly to the classi-
cal spin ice[15], the equal-time charge structure factor is

given by hE↵
�kE

�
k i / �↵�� k↵k�

k2 , which leads to the pinch
point structures in the k space [15, 19–21].

There exist several candidate materials for 1

4

- or
1

8

-filled pyrochlore lattice systems. Various spinels
such as LiV

2

O
4

(with V3.5+:d1.5)[10], CuIr
2

S
4

(with
Ir3.5+:d5.5)[13] and GaTa

4

Se
8

(with Ta3.25+:d1.75)[11]
may be good candidates for 1

4

- and 1

8

-filling cases. The �-
pyrochlore system CsW

2

O
6

(with W5.5+: d0.5)[12] may
also be a promising system where the physics discussed
here can be explored.

Acknowledgements. This work was supported by the
NSERC, CIFAR, and Centre for Quantum Materials at
the University of Toronto. GC thanks Q. Si for the hos-
pitality during his visit to Rice University when a related
idea was motivated. YBK thanks S. Isakov for an ear-

Pinch points in equal-time charge structure  
factor at T > ring hopping. “classical charge ice”

I(!) ⇠ !

emergent light in quantum charge ice !

N Shannon etc 2012, 
L Savary etc 2012,  

Gingras etc, 2007-now

Gang Chen’s theory group 

Gang Chen’s theory group



Mott transition: low-energy field theory

3

Operator Qem Qsc Qc

c†i� qe 0 0

f†
i� 0 1 0

ei✓i qe �1 0

�†
r, r 2 I qe/2 �1/2 1

�†
r, r 2 II �qe/2 1/2 1

TABLE I. The di↵erent gauge charges carried by di↵erent op-
erators. Qem, Qsc and Qc refer to the gauge charge for the
external electromagnetic field, the U(1)sc gauge field (that is
responsible for spin charge separation) and the U(1)c gauge
field (that is responsible for charge fractionalization), respec-
tively. qe is the charge of the electron.

was recently developed to study the Higgs’ transition of
quantum spin ices.[? ] We enlarge the Hilbert space by
the mapping ei✓i = �†

r�r0 l
+

rr0 , L
z
i = lzrr0 , where r, r0 label

the dual diamond lattice sites such that r (r0) belongs
to the I (II) sublattice and pyrochlore lattice site i is
also the link (rr0) on the dual diamond lattice. Here,
lzrr0 and l+rr0 ⌘ �rr0e

iArr0 are the U(1)c gauge fields on
the links of the dual diamond lattice. To constrain the
enlarged Hilbert space, we make the following identifica-
tion, [�r, Q

c

r] = �r and [�†
r, Q

c

r] = ��†
r. With the above

mapping, the charge sector Hamiltonian is transformed
into

H
C

= �Je↵

X

r,µ 6=⌫

�†
r+⌘reµ

�r+⌘re⌫
l�⌘r
r,r+⌘reµ

l+⌘r
r,r+⌘re⌫

+
V

2

X

r

(Qc

r)
2, (4)

where we have dropped the residual Zeeman coupling
because of the particle-hole symmetry at the transi-
tion. The above charge Hamiltonian describes the mini-
mal coupling of the fractionally charged bosons with the
emergent U(1)

c

gauge field on the dual diamond lattice.
Within the gauge mean-field approximation, the Mott

transition occurs at (J
eff

V )c ⇡ 0.192 where the charge
bosons develop an energy gap. Together with the self-
consistent mean-field theory for H

S

, we obtain a con-
tinous Mott transition at ( t

V )c ⇡ 0.511 at the level of
mean-field.

In the Mott insulating phase, the electron fraction-
alizes into two charge-qe/2 bosons and one fermionic
spinon (see Fig. 1), i.e. c†i� = �†

r�r0 l
+

rr0f
†
i�. There-

fore, at mean field level we have for the electron Green’s
function Ge,↵�(i, j; ⌧) = �hTci↵(⌧)c

†
j�(0)i = �2G

I

(ri �
rj , ⌧)G

II

(r0j � r0i,�⌧)Gf,↵�(i, j; ⌧), where � ⌘ �ij for a
uniform gauge choice with a zero background gauge flux
and the sites i and j correspond to the links (rir0i) and
(rjr0j), respectively. GI

, G
II

and Gf are the Green’s func-
tions of charge bosons on I, II sublattices and spinons, re-
spectively. Unlike the existence of Landau quasiparticle
peak in the Fermi liquid metal for U < Uc, we find the

electron spectral function for U � Uc is given by convo-
luting the bosonic (A

I

, A
II

) and fermionic (Af ) spectral
functions

Ae(k,!) =
X

k1,k2

Z

E1,E2

f(E
1

)[n(E
1

+ E
2

� !)� n(E
2

)]

⇥ �2A
I

(k
2

, E
2

)A
II

(k
1

+ k
2

� k, E
1

+ E
2

� !)

⇥ Af (k1

, E
1

), (5)

where n and f are the Bose and Fermi distribution
function, respectively. Due to the electron fractional-
ization, there is a strong suppression of spectral weight
at the Mott transition which is manifested in the low
frequency dependence of the single-particle tunneling
density N crit

tunn

(!) ⇠ !4 instead of !2 for the case in
Ref.[XXX] at the critical point. For the Mott insu-
lating phase at V > Vc, the tunneling density is fur-
ther suppressed by the presence of the charge boson gap
m ⇠ (V �Vc)

1
2 and is characterized by an Arrhenius type

of temperature dependence with an activation gap that
is twice of the single charge boson gap.
Crossovers in the vincinity of Mott transition. To go

beyond mean-field theory, we include gauge fluctuations
into the mean-field description of the Mott transition.
After coarse-graining, we obtain the low-energy e↵ective
field theory that is described by the minimal couplings
of the fractionally charged bosons and fermionic spinons
with the dynamical U(1)

sc

and U(1)
c

gauge fields. The
e↵ective action of the low-energy theory in the vincinity

of the Mott transition is written as S =
R �
0

d⌧L, where
the Lagrangian L is given as

L = L
�

+ Lf + LA + La + Lbf (6)

L
�

=
��[@µ � i(Aµ � aµ

2
)]�

I

��2 +
��[@µ � i(Aµ +

aµ
2
)]�

II

��2

+ m2[|�
I

|2 + |�
II

|2] + u[|�
I

|4 + |�
II

|4] + v|�
I

|2|�
II

|2

Lf =  †
�(@⌧ � ia

0

� µf ) � +
1

2mf
|(r� ia) �|2

LA =
1

4g2A
(@µA⌫ � @⌫Aµ)

2, La =
1

4g2a
(@µa⌫ � @⌫aµ)

2

Lf� = �| �|2(|�I

|2 + |�
II

|2).

Here, �
I

(�
II

) is the fractionally charged bosonic field
of the I (II) sublattice of the dual diamond lattice,  �

is the fermionic spinon field, and aµ (Aµ) is the U(1)
sc

(U(1)
c

) gauge field for the spin-charge separation (charge
fractionalization).
First we consider the renormalized Lagrangian for the

U(1)
sc

gauge field aµ by integrating out the matter fields.
Under the Coulomb gauge r · a = 0, the temporal com-
ponent a

0

is screened by the gapless spinons, while the
unscreened transverse component a is strongly renor-
malized and its inverse proprogator is renormalized to
D�1(q, i⌫n) = ⇧f (q, i⌫n)+⇧I

(q, i⌫n)+⇧II

(q, i⌫n) under
a random-phase approximation. Here ⇧f , ⇧I

and ⇧
II

are
fermion and boson polarization functions, respectively.
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FIG. 2. The finite temperature crossover in the vincinty of
the weakly first-order Mott transition.

It has been shown that the Landau damping term
|!|
q |a(q,!)|2, which originates from the fermionic polar-
ization function ⇧f , scales in the same way as a Higgs
mass term under the dynamical scaling of the bosonic
charge sector with dynamically exponent zc = 1 and thus
quenches the U(1)

sc

gauge fluctuations in low-energy sec-
tor of the bosonic charges. For the bosonic sector at low
energies, the fractionally-charged bosons are then mim-
inally coupled to the dynamical U(1)

c

gauge field Aµ.
It is well-known that, the U(1)

c

gauge fluctuation drives
the Mott transition from a continuous one to a weakly
first-order one. For a rather large temperature regime ex-
cept at an extremely low temperature, however, the low
energy physics would still be controlled by a continuous
XY transition with zc = 1 from the previous mean-field
analysis. Therefore, in the vincinity of the Mott transi-
tion, the system is governed togetherly by a boson-U(1)

c

gauge theory with a dynamical exponent zc = 1 in the
charge sector and a spinon-U(1)

sc

gauge theory with a
dynamical exponent zs = 3 in the spin sector.

The spin (charge) sector enters its quantum critical
regime at a crossover temperature scale T s ⇠ |V � Vc|

3
2

(T c ⇠ |V � Vc|
1
2 ). These crossovers should be mani-

fest, for example, in the thermodynamic or transport
properties. We expect the spin crossover scale T s is
visible in the heat capacity that behaves as Cv ⇡ �

1

T
(�

2

T ln 1

T ) on the metallic (insulating) side for T <⇠ T s

and Cv ⇠ T ln ln 1

T for T >⇠ T s. Here �
1

⇠ ln ln 1

Vc�V

and �
2

⇠ ln 1

V�Vc
. The charge crossover scale T c can

be detected from the electric resistivity measurement.
The charge fractionalization leads to a modified Io↵e-
Larkin composition rule with the current-current corre-
lation ⇧�1 = ⇧�1

f +(⇧
I

+⇧
II

)�1. Hence, the electric re-

sistivity of the system is given by ⇢ = ⇢f +(⇢�1

I

+⇢�1

II

)�1

and hence is dominated by the contribution of the charge
bosons.[? ] The conductivity on the Mott side has an
Arrhenius activated form with the gap given by the sin-
gle charge boson excitation for T < T c. For T > T c,
⇢
I

= ⇢
II

⇠ 1

T and leads to an insulating quantum critical
regime.

In the metallic phase V < Vc, the charge boson is con-

densed and then ⇧
I

= ⇧
II

⇡ ⇢s [need a scaling form]
where is P is a scaling function and ⇢s ⇠ |Vc � V | near
the transition. With the renormalized gauge field propa-
gator, one can then compute the spinon self-energy near
the spinon Fermi surface and obtain ⌃f ⇠ ! ln ln 1

⇢s
.

As previously discussed, the electron Green’s function
is now given as Ge = �2|h�

I

i|2|h�
II

i|2Gf = Ze
!�✏⇤

k
+i0 ,

where the renormalized dispersion ✏⇤k ⇠ ✏k
ln ln 1/⇢s

and the

quasiparticle weight Ze ⇠ ⇢2
s

ln ln 1/⇢s
. Therefore, as one

approaches the Mott transition from the Fermi liquid
metal, the electron e↵ective mass m⇤

e/me ⇠ ln ln 1

Vc�V

and Ze ⇠ (Vc�V )

2

ln ln 1/(Vc�V )

.

The strong Mott regime. In the strong Mott regime,
the electrons on neighboring tetrahedral are always sepa-
rated by one unoccupied site. The superexchange spin in-
teraction is naively obtained by a 4th order perturbation
with the coupling J

ex

⇠ t4

(U+V )V 2 . A qualitatilvely di↵er-
ent but more dominant spin interaction occurs through
the ring hopping of the three electrons on the hexagon
(see Fig. 1) and is given as

H
e↵

= �3t3

V 2

X

hexagon

X

↵��

(c†
1↵c2↵c

†
3�c4�c

†
5�c6�

+c†
1↵c6↵c

†
5�c4�c

†
3�c2� + h.c.). (7)

We emphasize that, Eq.7 cannot be casted into the usual
form of spin exchange, which is one important di↵er-
ence between cluster magnets and conventional magnets.
Moreover, Eq.7 transfers both spin and charge around
the elementary hexagon. This is easily seen by the slave-
rotor formalism and decoupling the fermionic spinon and
bosonic charge rotor. From the same reasoning as dis-
cussed previously, we still expect a U(1) quantum charge
liquid ground state. For the spin sector, the quantum
spin liquid with spinon Fermi surface from the weak Mott
regime is likely to survive in the strong Mott regime.
The usual mechanism for magnetic ordering in conven-
tional magnets is that, the spin moment can be consid-
ered as being coupled to a mean magnetic field provided
by the neighboring spins and if this mean field does not
have strong quantum fluctuations the spin tends to align
with this field and develop magnetic order. For cluster
magnets, the spin interaction does not have the usual
exchange-like form and such a mean magnetic field can-
not be defined, and hence the spins are likely to be disor-
dered and form a quantum spin liquid ground state. This
suggests that cluster magnets are more likely to stabilize
a quantum spin liquid than the conventional magnets.
At finite temperatures, generic arguments have sug-

gested the absence of finite temperature phase transi-
tions. A crossover is expected to occur at T ⇠ t3

V 2

where the system loses its quantum coherence. For
t3

V 2
<⇠ T <⇠ V , the nearest-neighbor repulsion demand

a single electron occupation on each tetrahedron, leading

Mott transition

C-R-QSL zc=1, zs=3

different dynamical scalings  
for spin and chargecharge sector 

crossover

spin sector 
crossover

�I,�II are charge bosons

 � are fermionic spinons

Aµ is U(1)c gauge field

aµ is U(1)sp gauge field
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Crossover in heat capacity and electric conductivity

1. Heat capacity crossover signals the zs=3 dynamical exponent 

2. Electric resistivity signals the zc=1 dynamical exponent 

⇢c = ⇢f + (⇢�1
I + ⇢�1

II )
�1

Spinon-U(1)sp gauge sector controls/dominates the thermodynamics

note: the resistivity gap in the Mott regime is single boson gap.

In this limit, all diagrams can be summed exactly to

yield a renormalized bosonic interaction u!1
renðq;!Þ ¼

~u!1ðq;!Þ þ lnð!=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!2 þ q2 þm2

p
Þ. Near the QCP, the

second term dominates, and uren ! 0. Hence, L0 is (dan-
gerously) marginally irrelevant.

Now we reinstate the gauge field and first consider its
renormalization from integrating out the matter fields. We
work in the Coulomb gauge r & a ¼ 0, in which a0 and a
decouple in Lg. Then the longitudinal field a0 is screened
by the gapless fermions and can thus be ignored. On the
other hand, the transverse part of a remains unscreened,
but it is strongly renormalized by the matter fields, whose
contribution dominates over the bare gauge field action. In
the random phase approximation, the renormalized inverse
transverse gauge field propagator is D!1ðq; i!nÞ ¼
"fðq; i!nÞ þ"bðq; i!nÞ, where "f and "b are fermion
and boson polarization functions, respectively.

The fermionic contribution, shown in Fig. 2(a), is"f ¼
"0

j!nj
q þ #0q

2. The term proportional to "0 describes the

Landau damping due to the gapless spinons, and #0 is the
diamagnetic susceptibility of the spinons. This form can be
further justified in the large Nf limit, where Nf is the
number of flavors of the fermions. The corrections appear-
ing in a 1=Nf expansion do not change this form [13]. The
bosonic contribution shown in Fig. 2(b) for m2 ' 0 (or

U ' Uc) is "b ¼ q2

24$2 ln
m0

ðq2þm2Þ1=2 , where m0 is a nonun-

iversal constant, leading to "b ¼ q2

24$2 ln
m0

q at the critical

point U ¼ Uc and "b ( q2

24$2 ln
m0

m for U >Uc. On the

other hand, when m2 < 0 or U <Uc, "b ( %s, where
%s / jh&ij2 is the ‘‘superfluid stiffness’’ of the bosons.
Thus the bosons determine the different forms of the gauge
field propagator in various regimes.

It is readily seen that the boson self-energy #bðq; !Þ,
given by Fig. 2(d), acquires only analytic corrections in q
and !, and thus the bosons are not renormalized in an
essential way by the gauge fluctuations. The boson sector is
thus not affected by the gauge fluctuations in the scaling
limit near the QCP [11].

The fermion self-energy #f shown in Fig. 2(c) can be
computed by using the gauge field propagators obtained
above. Near the spinon Fermi surface jkj ( kf, this leads

to #f )! lnln1=j!jþ i $2
j!j

ln1=j!j at the QCP U ¼ Uc and

#f )! ln1=j!jþ i $2 j!j in the spin liquid for U >Uc.
Finally, recall that the electron operator is decomposed

into a boson and a fermion locally (in space and time) as
cy'ðr; (Þ ¼ &ðr; (Þc y

'ðr; (Þ. This leads to an electron
Green’s function that is a convolution (in momentum and
frequency) of the & and c ' Green’s functions. Vertex
corrections to this result, arising from interactions with
the gauge field, are unimportant at low frequencies [11].
In the metallic phase, we thus get the electron Green’s
function Ge ¼ jh&ij2Gf ¼ Ze

!!)*pþi* , with )*p ) )p
lnln1=%s

and

Ze ) %s

lnln1=%s
. By using %s / ðUc !UÞ ln 1

Uc!U , the effec-

tive mass of the electrons m*
e=me ) lnln1=ðUc !UÞ di-

verges very weakly. The quasiparticle weight

Ze )
ðUc!UÞ ln 1

Uc!U

lnln1=ðUc!UÞ diminishes as one approaches the QCP.

Scaling, finite temperature phase diagram, and specific
heat.—The finite T crossovers involve multiple energy
scales originating in the different space-time scaling of
the gauge field and the bosons. Note that the mean-field
transition of bosons at finite temperature, below which
%s ! 0, becomes a crossover in the full theory and repre-
sents the onset of the charge coherence.
The behavior of the charge excitations is governed by

T )!) q scaling (z ¼ 1 theory). In either phase, for T *
T* ) jU!Ucj1=2, the charge bosons are in their quantum
critical regime. In the insulator, T* may be identified with
the zero temperature charge gap.
The scaling behavior of the coupled spinon-gauge sys-

tem is, however, determined by T )!) q3 scaling (z ¼ 3
theory) up to logarithmic corrections (in principle, one
should use !) q3 ln1=q scaling). The spinon-gauge sys-
tem thus emerges out of the quantum critical regime only at
a scale T** ) jU!Ucj3=2. This crossover scale is, in
principle, visible in the specific heat which behaves as

C (

8
><
>:

T lnln1=T T > jU!Ucj3=2;
"1T ln1=T T < ðU!UcÞ3=2;
"2T T < ðUc !UÞ3=2;

(2)

where "1 / 1= ln 1
ðU!UcÞ and "2 ) lnln 1

ðUc!UÞ . Note, how-

ever, that there are only rather weak changes in properties
across this second crossover temperature T**.
The crossover scale T* is, on the other hand, visible in

the electrical conductivity which is readily measured in
experiments. It is obtained from the Ioffe-Larkin rule,
which states that, in a slave-particle formalism, the elec-
trical resistivity of the system is the sum of the resistivities
of the fermions and the bosons: % ¼ %f þ %b. For the
fermions, we assume that the conductivity is dominated
by elastic scattering from impurities: 'f ¼ 'f;0. The bo-
sonic conductivity, on the other hand, is strongly tempera-
ture- and pressure-dependent. In the Mott insulator, when
the bosons are gapped (T < T*), the bosonic conductivity
is activated, and 'bðTÞ ) e!T*=T . On the other hand, in the
metal, the bosons are condensed, and 'bðT ! 0Þ ! 1. In
the quantum critical regime, standard scaling arguments
give 'bðTÞ ) Tln2 1

T (the log corrections are due to the
marginally irrelevant boson-boson interactions). As this
goes to zero for small T, the boson contribution dominates
over the fermions due to the Ioffe-Larkin rule. Hence, the
QCP itself is insulating.
These results for the conductivity are summarized in

Figs. 1(b) and 1(c). Note that, in the metallic phase near
the QCP, ' is not monotonic with temperature. At high T,
the system is in the (insulating) quantum critical fan, and
conductivity decreases with decreasing T. Only at low T
does the system realize that it is inside the metal, and 'ðTÞ
begins to rise. Hence, it is possible for a system to be
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within the M4 clusters can be described by MO’s which
consist of three energetically different bonding states (for
cubic Td symmetry) [12]: a nondegenerate level (a1),
followed by twofold (e) and threefold (t2) degenerated
levels [see Fig. 1(c)]. For cluster compounds of the type
Ga3!"M3:25!#4"S2$; Se2$#8, we have seven valence elec-
trons per cluster with M % V;Nb;Ta and 11 electrons
with M % Mo. In both cases, the occupation of the cluster
orbitals leads to one unpaired electron (i.e., S % 1

2 ) per
cluster. This is in agreement with the values of the mag-
netic moments obtained from magnetic susceptibility
measurements and is also consistent with spin polarized
band structure calculations [10,11]. In one respect, how-
ever, these systems are different from the conventional
Mott insulators such as transition metal oxides: in con-
trast to the latter, the correlated units are M4 clusters
which may have extra internal degrees of freedom. As
we show below, this leads to a high sensitivity of these
systems to external pressure.

Single phase polycrystalline samples of GaTa4Se8 and
GaNb4Se8 were prepared as described in Ref. [9]. X-ray
powder patterns were completely indexed using the struc-
tural data obtained from single-crystal experiments [13].
The pressure dependence of the lattice constants at 300 K
up to about 26 GPa was measured on powdered samples
by energy dispersive x-ray diffraction (EDX) at
HASYLAB using the diamond anvil cell (DAC) tech-
nique. The same type of DAC has been used for conven-
tional four-terminal electrical resistance measurements
up to about 29 GPa between 1.6 and 300 K. Single-crystal
x-ray diffraction measurements (MoK!1) of GaTa4Se8
were performed at 300 K up to p % 15 GPa using a
special DAC. Raman spectra were recorded in backscat-
tering geometry using a microspectrometer.

Before discussing the high pressure results we briefly
mention some experimental data at ambient pressure. The
values of the lattice parameter a as determined from x-
ray diffraction measurements at 300 K are found to be
10.440(1) and 10:358"1# !A for GaNb4Se8 and GaTa4Se8,
respectively, in agreement with previous results [6]. From
single-crystal x-ray data we obtained the values of the
characteristic intracluster and intercluster distances:
dM%3:051"3#;3:015"2# !A, and dC%4:332"3#;4:338"2# !A,
for GaNb4Se8 and GaTa4Se8, respectively. Measurements
of the temperature dependence of electrical resistivity
(1:6 & T & 300 K) show for both samples a semiconduc-
torlike behavior with activation energies of 0.14 eV
(GaNb4Se8) and 0.1 eV (GaTa4Se8). Actually, the activa-
tion energy decreases with decreasing temperature, in
agreement with that reported for GaMo4S8 and GaV4S8
[10]. The magnetic susceptibility of the two samples
shows Curie-Weiss behavior (100 & T & 300 K), indicat-
ing the existence of magnetic correlations, but no mag-
netic ordering is found down to 1.6 K in agreement with
Ref. [6]. The estimated values of the effective magnetic

moments are 1:6"B per Nb4 cluster (close to theoretical
value 1:73"B for S % 1

2 ) and 0:7"B per Ta4 cluster.
Detailed analyses of the results at ambient pressure are
presented elsewhere [13,14]; in the present Letter we
focus on high pressure results.

Figures 2(a) and 2(b) display the temperature depen-
dence of the normalized electrical resistance Rn % R"T#=
R"297 K# in the temperature range 1:6 & T & 300 K as a
function of pressure for GaNb4Se8 and GaTa4Se8, respec-
tively. Considering first the overall behavior of Rn"T; p# in
both samples, one finds with increasing pressure a gradual
change from the semiconducting to a metalliclike behav-
ior and a sudden drop of Rn at low temperatures above a
critical pressure (pc), indicative of a superconducting
transition. While the metallic behavior dR=dT > 0 is
observed at rather high pressures [p ' 19 GPa
(GaNb4Se8) and p ' 15 GPa (GaTa4Se8)], superconduc-
tivity already sets in at lower pressures where the tem-
perature dependence of Rn is still semiconductinglike;
TC % 2:9K at 13 GPa for GaNb4Se8 and 5.8 K at
11.5 GPa for GaTa4Se8. This type of behavior is usually
observed in the superconducting state of polycrystal-
line sintered samples, e.g., at ambient pressure in
La1$xSrxCuO4 [15] and under high pressure in the
Chevrel phase compound Eu1:2Mo6"S; Se#8 [16,17], and
is known to be due to a coexistence of superconducting
and semiconducting phases (granular superconductivity),
in the bulk and surface of the grains of such samples,
respectively. This explains the finite value of the resistiv-
ity observed in the superconducting state of our samples
(#0 ( 10$4 " cm at T % 1:6 K and p ( 20 GPa) de-
spite their single phase purity as well as the increase
of the drop of R"T# with increasing pressure (see
Fig. 2). We note, however, that the drop of R"T# is sub-
stantial ()70%) at p ( 20 GPa and 1.6 K and is expected
to further increase at lower temperatures resulting in a
lower value of the resistivity. This indicates an increase of
the fraction of superconductivity in the samples with

FIG. 2. Temperature dependence of the normalized electrical
resistance Rn % *R"T#=R"297 K#+ of GaNb4Se8 (a) and
GaTa4Se8 (b) at different pressures up to 28.5 GPa. The insets
show the drop of Rn at high pressures and low temperatures.
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Superconductivity is actually interesting!

Both U(1)c and U(1)sp gauge fields can be  
higgsed down to Z2 gauge fields.  

The resulting CMI is Z2 QCL + Z2 QSL 
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Summary

2. There is a very interesting interplay between the charge and spin degrees of freedom  
    in both 2D and 3D cluster Mott insulators.

3. Cluster Mott insulators are new physical systems that may host various emergent 
    and exotic physics.

1. I provide two specific examples about the physics of cluster Mott insulators.

Question / observation: 
1. What if the change fluctuation is very strong, and in the most extreme case,  

the charge sector forms a quantum charge liquid?  Spin sector is even more  
likely to be in a QSL.  

2. What if the charge fluctuation leads to some structure in the charge sector?  
Spin sector is surely to be influenced in a non-trivial way. This would lead to  
striking experimental consequence. If it is observed, it gives us confidence  
on the theoretical framework that we are developing. 
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