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We study the origin of Lorentz force on the spinons in a U(1) spin liquid. We are inspired by
the previous observation of gauge field correlation in the pairwise spin correlation using the neutron
scattering measurement when the Dzyaloshinskii-Moriya interaction intertwines with the lattice
geometry. We extend this observation to the Lorentz force that exerts on the (neutral) spinons. The
external magnetic field, that polarizes the spins, e↵ectively generates an internal U(1) gauge flux
for the spinons and twists the spinon motion through the Dzyaloshinskii-Moriya interaction. Such a
mechanism for the emergent Lorentz force di↵ers fundamentally from the induction of the internal
U(1) gauge flux in the weak Mott insulating regime from the charge fluctuations. We apply this
understanding to the specific case of spinon metals on the kagome lattice. Our suggestion of emergent
Lorentz force generation and the resulting topological thermal Hall e↵ect may apply broadly to other
non-centrosymmetric spin liquids with Dzyaloshinskii-Moriya interaction. We discuss the relevance
with the thermal Hall transport in kagome materials volborthite and kapellasite.

Quantum spin liquid (QSL) is an exotic quantum state
of matter in which spins are highly entangled quantum
mechanically and remain disordered down to zero tem-
perature [1–3]. Experimental identification of QSLs is of
fundamental importance for our understanding of quan-
tum matter. Thermal transport represents one sensitive
experimental probe to unveil the nature of low-energy
itinerant excitations, because other localized degrees of
freedom, such as nuclear spins and defects, do not carry
nor transport heat. Any heat current in a Mott insulator
must be carried by the emergent and neutral quasipar-
ticles [4, 5]. In the QSL regime, the deconfined spinons
transport heat in the same way that the physical elec-
trons carry charge in an electrical conductor. However,
a major di�culty is that other excitations, most notably
phonons, may get involved in the longitudinal thermal
conductivity [6–14]. The quantitative contribution of
spin excitations may be di�cult to be extracted from the
total longitudinal thermal conductivity due to the spin-
phonon interaction, which is suggested to be present in
many materials, especially in the ones with strong spin-
orbit coupling. Thus, thermal Hall e↵ect may be a more
suitable probe to unveil the exotic excitations in QSLs
since phonons do not usually contribute to thermal Hall
transport.

There are three ways that thermal Hall e↵ect may be-
come signicant in a QSL. First, if the QSL is a two-
dimensional chiral spin liquid, there would be chiral edge
states that contribute a quantized thermal Hall response.
Second, if the external magnetic field comes to mod-
ify the spinon bands such that the reconstructed spinon
band develops edge states, the system would produce
a quantized thermal Hall e↵ect. A well-known exam-
ple is the quantized thermal Hall e↵ect in the Kitaev
model [15] where the external field generates a Chern

band for majorana spinons via high-order perturbations.
This case may be not quite distinct from the first one
except the first one is already a chiral spin liquid with-
out magnetic field. The third case is when the gauge
field of the QSLs is continuous. This includes, for ex-
ample, spinon Fermi surface U(1) QSL [16–21], U(1)
Dirac QSL [22–24], and pyrochlore ice U(1) QSL [25–
28]. For the spinon Fermi surface U(1) QSL that was
proposed for the weak Mott insulating organic materi-
als -(ET)2Cu2(CN)3 and EtMe3Sb[Pd(dmit)2]2, it was
suggested [18, 29] that the external magnetic field could
induce an internal U(1) gauge flux through the strong
charge fluctuation or the four-spin ring exchange (due
to the proximity to a Mott transition) [16]. From this
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FIG. 1. (a) Symmetry allowed Dzyaloshinskii-Moriya inter-
actions between first neighbors on the kagome lattice, where
Dz (Dk) is the z (in-plane) component. The black arrows on
the bonds specify the order of the cross product Si⇥Sj . The
sublattices are labelled by colors. (b) Schematic view of scalar
spin chirality for a non-collinear spin configuration, where �
is the corresponding gauge flux through the plaquette and ⌦
is the solid angle subtended by the three spins. (c) Internal
U(1) flux distribution induced on the kagome lattice.
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Large thermal Hall effect in spin-1/2 Kagome magnets 

effect on the elementary excitations producing the thermal
Hall signal. A change in magnetic structure below T! has
also been inferred at 6 T from the change in slope of the
magnetization [23] that may be related to the disappearance
of κxyðBÞ above 6 T.
From the linear fit for κxyðBÞ [the straight lines in

Fig. 2(b)], we estimated the slope κxy=B at each temper-
ature and plotted the temperature dependence of κxy=TB
(filled symbols in Fig. 3). Below T!, we estimated κxy=TB
from κxy at 15 T (open symbols in Fig. 3). We note that
κxy=TB data below T! are shown for reference owing to the
nonlinear field dependence of κxy. Clarifying κxy below T!,
which requires the detail of the magnetic order, remains as a
future work as discussed later. We find that κxy=TB for both
Ca kapellasite samples exhibit virtually the same temper-
ature dependence. The magnitudes of κxy for both differ by
a factor of ∼2, which is mostly attributed to the ambiguity
in the estimation of the sample geometry (see the SM [30]

for more details). As seen in Fig. 3, κxy=TB increases as the
temperature is lowered, then peaks at ∼20 K followed by a
rapid decrease to zero below T!. This temperature depend-
ence, in particular the peak in jκxy=TBj, is almost the same
with that of volborthite. Remarkably, the absolute value
of κxy=TB of Ca kapellasite is also similar to that of
volborthite, whereas κxx of Ca kapellasite is about one order
of magnitude smaller than that of volborthite. Because κxx
is dominated by phonons in this temperature range, similar
jκxy=TBj magnitudes in these kagome compounds with
different κxx magnitudes suggests that the thermal Hall
effect does not come from phonons [46]. Given almost the
same magnitude for the effective spin interaction energy
J=kB ∼ 60 K of the two compounds, similar κxy=TB
implies the presence of a common thermal Hall effect
from spin excitations of the kagome antiferromagnets.
To investigate the origin of κxy, we have simulated

κxy adopting the SBMFT [49] for KHA with the
Dzyaloshinskii-Moriya (DM) interaction, which reads

H ¼ 1

2

X

hi;ji
ðJSi · Sj þDijSi × Sj · ẑÞ − gμB

X

i

B · Si; ð1Þ

where Dij is the DM interaction, g the g factor, μB the Bohr
magneton, and the direction of the magnetic field B aligns
with the z axis. The sign of Dij is assumed to be positive if
i → j is in a clockwise direction from the center of each
triangle plaquette in the kagome lattice, and we define
Dij ¼ −Dji ¼ D. SBMFT has been employed to study the
possible spin-liquid ground states and the excitations of
quantum antiferromagnets [2,3,7,8,49–53]. In the SBMFT
framework, spin is expressed by a pair of bosons ðbi↑; bi↓Þ
as Si ¼ 1

2

P
α;β¼↑;↓b

†
iασαβbiβ, where σ is the Pauli matrices.

We decouple the Hamiltonian by taking a mean-field value
of the bond operator χij ¼ hb†iσbjσi and diagonalize it to
find the energy bands. Because of the nature of the DM
interaction, χij is a complex number, and therefore the
energy bands are gapped. Each band now carries a different
Berry flux, and this is directly related to the thermal Hall
conductivity through the relation [38,39]:

κSBMF
xy ¼ −

k2BT
ℏNt

X

k;n;σ

!
c2

"
nB

#
Enkσ

kBT

$%
−
π2

3

&
Ωknσ; ð2Þ

where c2 is a distribution function of the Schwinger
bosons, nB the Bose-Einstein distribution function, Eknσ
the energy eigenvalue, and Ωknσ the Berry curvature (see
the SM [30] for details). Equation (2) can be expressed as
κSBMF
xy =T ¼ ðk2B=ℏÞfSBMFðkBT=J;D=J; gμBB=JÞ, where
fSBMF is a dimensionless function. Given that κxy is an
odd function of both D and B, one has the approximation
κSBMF
xy =T ¼ ðk2B=ℏÞðD=JÞðgμBB=JÞf̃SBMFðkBT=JÞ when
both D and gμBB are smaller than J.

(a) (b)

FIG. 2. The field dependence (a) of the transverse temperature
difference ΔTyðBÞ and (b) of κxyðBÞ. Solid lines in (b) represent
linear fits. The field dependence of κxyðBÞ at other temperatures is
shown in the SM [30].

FIG. 3. The temperature dependence of κxy=TB of Ca kapella-
site (samples No. 1 and No. 2) and that of volborthite [41]. The
filled (open) symbols represent data estimated by the linear fit
of κxy (data at 15 T). The data of volborthite are taken from
Ref. [41]. The error bars correspond to one standard deviation and
are of the same order as the size of the symbol or smaller for data
of Ca kapellasite.
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Magnetic orders and magnons 

values ±1. Unlike in an electronic Weyl semimetal, where one
can tune the Fermi energy to the Weyl nodes by varying the
electron density, the magnon Weyl nodes must necessarily appear
at finite energies because of the bosonic nature of magnons.

Due to the bulk-edge correspondence, we expect magnon
arc states bound to any surface which possesses non-trivial
projections of the bulk Weyl points. This is indeed observed in
Fig. 4. The chiral magnon arcs appear at non-zero energy and
connect the bulk magnon Weyl nodes with opposite chiralities, as
expected.

Once the magnon Weyl nodes emerge in the magnon
spectrum, they are topologically robust and exist over a finite
regime in the parameter space. We find that the magnon Weyl
nodes exist in region I. As the couplings are varied so that the
boundary with region II is approached, the magnon Weyl nodes
move together and annihilate in pairs when the boundary is
reached. In region II, there is no such (Weyl) band crossing,
qualitatively distinguishing region II from region I.

Manipulating Weyl nodes by external magnetic fields. When
we apply an external magnetic field to the system, the spin only
couples to the field via a Zeeman coupling. This is quite different
from the case of electronic systems, in which a magnetic field also
has an orbital effect, which leads to cyclotron motion of electrons
and a transformation from ordinary bands into Landau ones.
In the latter case, the meaning of quasi-momentum is irrevocably
changed by an applied field, and one cannot follow the Weyl
point evolution with field. By contrast, since magnons are neutral,
there is no orbital effect, and quasi-momentum and the Weyl
points themselves remain well-defined even for strong fields.
Therefore, a magnetic field can be used to manipulate the Weyl
nodes. To demonstrate this explicitly, we focus on one specific
classical order in region I and apply a magnetic field along the
global z direction. The magnetic field perturbs the classical

ground state and indirectly changes the spin-wave Hamiltonian.
As we show in Fig. 5, the Weyl nodes are shifted gradually and
finally annihilated when the magnetic field is increased.

Discussion
We have explicitly shown the presence of Weyl nodes in a simple
and physically relevant model for the breathing pyrochlore lattice
antiferromagnet. Weyl points may also be present in other
pyrochlores for which the exchange is more complicated. The
spin-wave spectra of the highly anisotropic spin-1/2 pyrochlores
Yb2Ti2O7 and Er2Ti2O7 have been extensively studied19,23.
Re-examined here in the light of topology, we see that they are
present already in the spin-wave spectra of Yb2Ti2O7 and
Er2Ti2O7 in the external magnetic fields. Thus we think that
Weyl points can be present in many magnetic materials of current
interest.

Beyond these specific examples, we may ask what are the
conditions necessary to find Weyl points in the magnon
spectrum? In electronic systems, these points are symmetry
prevented, meaning that if both inversion P and time-reversal
symmetry T are present, Weyl points cannot occur. This is
because in that case, a two-fold Kramers’ degeneracy of bands
occurs, and any crossing must involve two and not four bands.
For magnons, there is never a Kramer’s degeneracy. This is
because magnons are integer spin excitations (even when the spin
is not a good quantum number they are superpositions of integer
spin excitations), which do not obey Kramer’s theorem because
T 2¼ þ 1 in this case. Moreover, in general the magnetic order
which underlies magnons already breaks time-reversal symmetry.
This suggests that Weyl points may be generically allowed.
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Figure 3 | The representative spin-wave spectrum and the Weyl nodes of
region I. (a) The spin-wave spectrum along high-symmetry momentum
lines with a linear band touching that is marked with a (red) dashed circle.
(b) Four Weyl nodes are located at (±k0, 0, 0), (0, ±k0, 0) with
k0¼ 1.072p in the xy plane of the Brillouin zone. The (red) circle has an
opposite chirality from the (blue) diamond. In the figure, we have set
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points in the local xy plane, and the angular variable y captures
the U(1) degeneracy. This is the same form of degeneracy found
for the S¼ 1/2 pyrochlore Er2Ti2O7 in ref. 19, where it was noted
that the degeneracy is accidental, that is, not protected by any
symmetry, and hence will be lifted by quantum fluctuations. The
same holds for the breathing pyrochlore, as we show now using
linear spin-wave theory. We introduce the Holstein–Primakoff
bosons to express the spin operators as Si " m̂i¼S# awi ai,
Si " ẑi¼ 2Sð Þ1=2ðaiþ awi Þ=2, and Si " m̂i'ẑið Þ¼ 2Sð Þ1=2ðai#awi Þ= 2ið Þ.
Keeping terms in the spin Hamiltonian H up to the quadratic
order in the Holstein–Primakoff bosons, one can readily write
down the spin-wave Hamiltonian as

Hsw ¼
P

k

P
m;n

Amn kð Þayk;mak;nþBmn kð Þa# k;mak;n

h

þ B(mn # kð Þayk;may# k;n

i
þEcl;

ð3Þ

where Ecl is the classical ground state energy, and Amn, Bmn satisfy
Amn kð Þ¼A(nm kð Þ, Bmn kð Þ¼Bnm # kð Þ and depend on the angular
variable y. Although the classical energy Ecl is independent of y
due to the U(1) degeneracy, the quantum zero point energy DE of
the spin-wave modes depends on y, and is given by
DE¼

P
k

P
m

1
2 om kð Þ#Amm kð Þ
! "

, where om(k) is the excitation
energy of the m-th spin-wave mode at momentum k and is
determined for every classical spin ground state. The minimum of
DE occurs at y¼p/6þ np/3 (np/3) with n 2 Z in regions I and II
(region III). The discrete minima and the corresponding
magnetic orders are equivalent under space group symmetry
operations. The U(1) degeneracy of the classical ground states is
thus broken by quantum fluctuations. This is the well-known
phenomenon known as quantum order by disorder19–22. The
resulting optimal state is a non-collinear one in which each spin
points along its local [112] ([1!10]) lattice direction in regions I
and II (region III), see Fig. 2.

To obtain the phase diagram in Fig. 1, we have implemented
the semiclassical approach and included the quantum fluctuation
within linear spin-wave theory. This treatment may under-
estimate the quantum fluctuation in the parameter regimes when
JcJ0, D or J0cJ, D. In the latter regimes, one may first consider
the tetrahedron with the strongest coupling and treat other
couplings as perturbations. The ground state in these regimes is
likely to be non-magnetic and will be addressed in the future
work. For the purpose of the current work, we will focus on the
ordered ground states in Figs 1 and 2.

Magnon Weyl nodes and surface states. Regions I and II have
the same magnetically ordered structure with the same order
parameter and belong to the same phase. Although the ground
states are characterized by the same order parameter, the
magnetic excitations of the two regions are topologically distinct.
The magnetic excitation in region I has Weyl band touchings,
while the region II does not. To further clarify this, we choose
y¼p/2 and thus fix the magnetic order to orient along the ŷ
directions of the local coordinate systems. Using linear spin-wave
theory, we obtain the magnetic excitation spectrum with respect
to this magnetic state for regions I and II. In Fig. 3a, we depict a
representative excitation spectrum along the high-symmetry lines
in the Brillouin zone for region I.

Two qualitative features are clear in the magnon spectrum of
Fig. 3a. First, we observe a gapless mode at the G point. This
pseudo-Goldstone mode is an artifact of the linear spin-wave
approximation, and a small gap is expected to be generated by
anharmonic effects19. Secondly, the spectrum in Fig. 3a has a
linear band touching at a point along the line between G and X. In
fact, as we show in Fig. 3b, there are in total four such linear band
touchings. The bands separate linearly in all directions away from
these touchings, which are thus Weyl nodes in the magnon
spectrum. Just like Weyl nodes of non-degenerate electron
bands8, the magnon Weyl points are sources and sinks of Berry
curvature and are characterized by a discrete chirality taking
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Low-temperature regime 2: quantum spin liquid

PW Anderson RVB state for QSL

1970-1980s, lattice gauge theory was developing. 
We now know that we need lattice gauge theory to describe QSLs.  
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Emergent gauge structure by fluctuating mean-field states

“Cutting spin into halves, and glue them back by gauge fields.” - Xiao-Gang Wen
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not related to any symmetries and has no (local) or-
der parameters. Thus, the topological order is robust
against all perturbations that can break any symmetries
(including random perturbations that break translation
symmetry).[9, 10] (This point was also emphasized in
Ref. [65] recently.) Even though there are no order pa-
rameters to characterize them, the topological orders can
be characterized by other measurable quantum numbers,
such as ground state degeneracy in compact space as pro-
posed in Ref. [9, 10]. Recently, Ref. [65] introduced a
very clever experiment to test the ground state degen-
eracy associated with the non-trivial topological orders.
In addition to ground state degeneracy, there are other
practical ways to detect topological orders. For example,
the excitations on top of a topologically ordered state
can be defects of the under lying topological order, which
usually leads to unusual statistics for those excitations.
Measuring the statistics of those excitations also allow us
to measure topological orders.

The concept of topological order and quantum order
are very important in understanding quantum spin liq-
uids (or any other strongly correlated quantum liquids).
In this paper we are going to construct hundreds of dif-
ferent spin liquids. Those spin liquids all have the same
symmetry. To understand those spin liquids, we need to
first learn how to characterize those spin liquids. Those
states break no symmetries and hence have no order pa-
rameters. One would get into a wrong track if trying to
find an order parameter to characterize the spin liquids.
We need to use a completely new way, such as topological
orders and quantum orders, to characterize those states.

In addition to the above Z2 spin liquids, in this paper
we will also study many other spin liquids with different
low energy gauge structures, such as U(1) and SU(2)
gauge structures. We will use the terms Z2 spin liq-
uids, U(1) spin liquids, and SU(2) spin liquids to describe
them. We would like to stress that Z2, U(1), and SU(2)
here are gauge groups that appear in the low energy ef-
fective theories of those spin liquids. They should not be
confused with the Z2, U(1), and SU(2) gauge group in
slave-boson approach or other theories of the projective
construction. The latter are high energy gauge groups.
The high energy gauge groups have nothing to do with
the low energy gauge groups. A high energy Z2 gauge
theory (or a Z2 slave-boson approach) can have a low
energy effective theory that contains SU(2), U(1) or Z2

gauge fluctuations. Even the t-J model, which has no
gauge structure at lattice scale, can have a low energy
effective theory that contains SU(2), U(1) or Z2 gauge
fluctuations. The spin liquids studied in this paper all
contain some kind of low energy gauge fluctuations. De-
spite their different low energy gauge groups, all those
spin liquids can be constructed from any one of SU(2),
U(1), or Z2 slave-boson approaches. After all, all those
slave-boson approaches describe the same t-J model and
are equivalent to each other. In short, the high energy
gauge group is related to the way in which we write down
the Hamiltonian, while the low energy gauge group is a

property of ground state. Thus we should not regard Z2

spin liquids as the spin liquids constructed using Z2 slave-
boson approach. A Z2 spin liquid can be constructed
from the U(1) or SU(2) slave-boson approaches as well.
A precise mathematical definition of the low energy gauge
group will be given in section IVA.

D. Organization

In this paper we will use the method outlined in
Ref. [38, 40] to study gauge structures in various spin
liquid states. In section II we review SU(2) mean-field
theory of spin liquids. In section III, we construct sim-
ple symmetric spin liquids using translationally invari-
ant ansatz. In section IV, projective symmetry group is
introduced to characterize quantum orders in spin liq-
uids. In section V, we study the transition between dif-
ferent symmetric spin liquids, using the results obtained
in appendix B, where we find a way to construct all the
symmetric spin liquids in the neighborhood of some well
known spin liquids. We also study the spinon spectrum
to gain some intuitive understanding on the properties of
the spin liquids. Using the relation between two-spinon
spectrum and quantum order, we propose, in section
VII, a practical way to use neutron scattering to mea-
sure quantum orders. We study the stability of Fermi
spin liquids and algebraic spin liquids in section VIII.
We find that both Fermi spin liquids and algebraic spin
liquids can exist as zero temperature phases. This is
particularly striking for algebraic spin liquids since their
gapless excitations interacts even at lowest energies and
there are no free fermionic/bosonic quasiparticle excita-
tions at low energies. We show how quantum order can
protect gapless excitations. Appendix A contains a more
detailed discussion on projective symmetry group, and a
classification of Z2, U(1) and SU(2) spin liquids using
the projective symmetry group. Section X summarizes
the main results of the paper.

II. PROJECTIVE CONSTRUCTION OF 2D
SPIN LIQUIDS – A REVIEW OF SU(2)

SLAVE-BOSON APPROACH

In this section, we are going to use projective con-
struction to construct 2D spin liquids. We are going
to review a particular projective construction, namely
the SU(2) slave-boson approach.[15, 16, 33, 36, 37, 38,
40] The gauge structure discovered by Baskaran and
Anderson[16] in the slave-boson approach plays a cru-
cial role in our understanding of strongly correlated spin
liquids.

We will concentrate on the spin liquid states of a pure
spin-1/2 model on a 2D square lattice

Hspin =
∑

<ij>

JijSi · Sj + ... (1)

7

where the summation is over different links (ie ⟨ij⟩ and
⟨ji⟩ are regarded as the same) and ... represents possi-
ble terms which contain three or more spin operators.
Those terms are needed in order for many exotic spin
liquid states introduced in this paper to become the
ground state. To obtain the mean-field ground state of
the spin liquids, we introduce fermionic parton operators
fiα, α = 1, 2 which carries spin 1/2 and no charge. The
spin operator Si is represented as

Si =
1

2
f †

iασαβfiβ (2)

In terms of the fermion operators the Hamiltonian Eq. (1)
can be rewritten as

H =
∑

⟨ij⟩

−
1

2
Jij

(

f †
iαfjαf †

jβfiβ +
1

2
f †

iαfiαf †
jβfjβ

)

(3)

Here we have used σαβ · σα′β′ = 2δαβ′δα′β − δαβδα′β′ .

We also added proper constant terms
∑

i f †
iαfiα and

∑

⟨ij⟩ f †
iαfiαf †

jβfjβ to get the above form. Notice that
the Hilbert space of Eq. (3) is generated by the parton
operators fα and is larger than that of Eq. (1). The
equivalence between Eq. (1) and Eq. (3) is valid only in
the subspace where there is exactly one fermion per site.
Therefore to use Eq. (3) to describe the spin state we
need to impose the constraint[15, 16]

f †
iαfiα = 1, fiαfiβϵαβ = 0 (4)

The second constraint is actually a consequence of the
first one.

A mean-field ground state at “zeroth” order is obtained
by making the following approximations. First we replace
constraint Eq. (4) by its ground-state average

⟨f †
iαfiα⟩ = 1, ⟨fiαfiβϵαβ⟩ = 0 (5)

Such a constraint can be enforced by including a site
dependent and time independent Lagrangian multiplier:
al
0(i)(f

†
iαfiα − 1), l = 1, 2, 3, in the Hamiltonian. At the

zeroth order we ignore the fluctuations (ie the time de-
pendence) of al

0. If we included the fluctuations of al
0,

the constraint Eq. (5) would become the original con-
straint Eq. (4).[15, 16, 36, 37] Second we replace the
operators f †

iαfjβ and fiαfiβ by their ground-state ex-
pectations value

ηijϵαβ = − 2⟨fiα fjβ⟩, ηij =ηji

χijδαβ =2⟨f †
iαfjβ⟩, χij =χ†

ji (6)

again ignoring their fluctuations. In this way we obtain
the zeroth order mean-field Hamiltonian:

Hmean

=
∑

⟨ij⟩

−
3

8
Jij

[

(χjif
†
iαfjα + ηijf

†
iαf †

jβ ϵαβ + h.c)

−|χij |2 − |ηij |2
]

(7)

+
∑

i

[

a3
0(f

†
iαfiα − 1) + [(a1

0 + ia2
0)fiαfiβϵαβ + h.c.]

]

χij and ηij in Eq. (7) must satisfy the self consistency
condition Eq. (6) and the site dependent fields al

0(i) are
chosen such that Eq. (5) is satisfied by the mean-field
ground state. Such χij , ηij and al

0 give us a mean-field
solution. The fluctuations in χij , ηij and al

0(i) describe
the collective excitations above the mean-field ground
state.

The Hamiltonian Eq. (7) and the constraints Eq. (4)
have a local SU(2) symmetry.[36, 37] The local SU(2)
symmetry becomes explicit if we introduce doublet

ψ =

(

ψ1

ψ2

)

=

(

f↑
f †
↓

)

(8)

and matrix

Uij =

(

χ†
ij ηij

η†ij −χij

)

= U †
ji (9)

Using Eq. (8) and Eq. (9) we can rewrite Eq. (5) and
Eq. (7) as:

〈

ψ†
iτ

lψi

〉

= 0 (10)

Hmean =
∑

⟨ij⟩

3

8
Jij

[

1

2
Tr(U †

ij Uij) − (ψ†
i Uijψj + h.c.)

]

+
∑

i

al
0ψ

†
iτ

lψi (11)

where τ l, l = 1, 2, 3 are the Pauli matrices. From Eq. (11)
we can see clearly that the Hamiltonian is invariant under
a local SU(2) transformation W (i):

ψi → W (i) ψi

Uij → W (i) Uij W †(j) (12)

The SU(2) gauge structure is originated from Eq. (2).
The SU(2) is the most general transformation between
the partons that leave the physical spin operator un-
changed. Thus once we write down the parton expres-
sion of the spin operator Eq. (2), the gauge structure of
the theory is determined.[61] (The SU(2) gauge structure
discussed here is a high energy gauge structure.)

We note that both components of ψ carry spin-up.
Thus the spin-rotation symmetry is not explicit in our
formalism and it is hard to tell if Eq. (11) describes a
spin-rotation invariant state or not. In fact, for a general
Uij satisfying Uij = U †

ji, Eq. (11) may not describe a
spin-rotation invariant state. However, if Uij has a form

Uij = iρijWij ,

ρij = real number,

Wij ∈ SU(2), (13)

then Eq. (11) will describe a spin-rotation invariant state.
This is because the above Uij can be rewritten in a form
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YbMgGaO4, a structurally perfect two-dimensional triangular lattice with odd number of electrons
per unit cell and spin-orbit entangled e↵ective spin-1/2 local moments of Yb3+ ions, is likely to
experimentally realize the quantum spin liquid ground state. We report the first experimental
characterization of single crystal YbMgGaO4 samples. Due to the spin-orbit entanglement, the
interaction between the neighboring Yb3+ moments depends on the bond orientations and is highly
anisotropic in the spin space. We carry out the thermodynamic and the electron spin resonance
measurements to confirm the anisotropic nature of the spin interaction as well as to quantitatively
determine the couplings. Our result is a first step towards the theoretical understanding of the
possible quantum spin liquid ground state in this system and sheds new lights on the search of
quantum spin liquids in strong spin-orbit coupled insulators.

PACS numbers: 75.10.Kt, 75.30.Et, 75.30.Gw, 76.30.-v

Introduction.—Recent theoretical advance has ex-
tended the Hastings-Oshikawa-Lieb-Schultz-Mattis theo-
rem to the spin-orbit coupled insulators [1–4]. It is shown
that as long as the time reversal symmetry is preserved,
the ground state of a spin-orbit coupled insulator with
odd number of electrons per unit cell must be exotic [1].
This important result indicates that the ground state of
strong spin-orbit coupled insulators can be a quantum
spin liquid (QSL). QSLs, as we use here, are new phases
of matter that are characterized by properties such as
quantum number fractionalization, intrinsic topological
order, and gapless excitations without symmetry break-
ing [5, 6]. Among the existing QSL candidate materi-
als [7–33], the majority have a relatively weak spin-orbit
coupling (SOC), which only slightly modifies the usual
SU(2) invariant Heisenberg interaction by introducing
weak anisotropic spin interactions such as Dzyaloshinskii-
Moriya interaction [34–36]. It is likely that the QSL
physics in many of these systems mainly originates from
the Heisenberg part of the Hamiltonian rather than
from the anisotropic interactions due to the weak SOC.
The exceptions are the hyperkagome Na

4

Ir
3

O
8

and the
pyrochlore quantum spin ice materials where the non-
Heisenberg spin interaction due to the strong SOC plays
a crucial role in determining the ground state proper-
ties [16, 17, 37–48], though both systems contain even
number of electrons per unit cell. Therefore, it is de-
sirable to have a QSL candidate system in the spin-orbit
coupled insulator that contains odd number electrons per

FIG. 1. (Color online.) The YbMgGaO4 lattice structure (a)
and the triangular lattice in the ab plane (b) formed by the
Yb3+ ions. The inset defines the coordinate system for the
spin components.

unit cell, where the strong SOC leads to a non-Heisenberg
spin Hamiltonian [37, 38, 40, 48–52].

In this Letter, we propose a possible experimental re-
alization of the QSL with strong SOC and odd number
of electrons per unit cell in YbMgGaO

4

, where the Yb3+

ions form a perfect triangular lattice (see Fig. 1). It was
previously found in a powder sample that the system has
a Curie-Weiss temperature ⇥Powder

CW

' �4K but does not
order magnetically down to 60mK [53]. To understand
the nature of the obviously disordered ground state ob-
served in YbMgGaO

4

, it is necessary to have a quantita-
tive understanding of the local moments and microscopic
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“monopole” excitations have the following enlarged spec-
tral periodicity such that

L

m

(q) = L

m

(q+ 2⇡(100))

= L

m

(q+ 2⇡(010))

= L

m

(q+ 2⇡(001)), (20)

where L

m

(q) is the lower excitation edge of the
“monopole” continuum for a given momentum q because
there is a finite energy cost to excite two “monopoles”.
This enhanced spectral periodicity also appears in the
upper excitation edges of the “monopole” continuum.
There is no symmetry breaking nor any static magnetic
order in the system, but the spectral periodicity is en-
hanced. The spectrum is invariant if one translates
the spectrum by 2⇡(100), 2⇡(010), or 2⇡(001). This
is very di↵erent from the conventional case where the
spectral periodicity is given by the reciprocal lattice vec-
tors, 2⇡(1̄11), 2⇡(11̄1) and 2⇡(111̄), for the FCC bravais
lattice. Therefore, the spectral periodicity enhancement
with a fold Brillouin zone is a strong indication of the
fractionalization in the system.

V. THE “MONOPOLE” MEAN-FIELD THEORY
AND THE CONTINUUM

To explicitly compute the “monopole” dynamics
and demonstrate the spectral periodicity enhancement,
we carry out the mean-field approximation for the
“monopole”-gauge coupling. To capture the ⇡ back-
ground flux, we set the dual gauge potential as6,13

2⇡h↵R,R+eµi = ⇠
µ

(Q · R), (21)

where R 2 I sublattice of the dual diamond lattice, and
R+ e

µ

2 II sublattice of the dual diamond lattice with
e
µ

(µ = 0, 1, 2, 3) the nearest-neighbor vectors connecting
two sublattices. Here e

0

= 1

4

(111), e
1

= 1

4

(11̄1̄), e
2

=
1

4

(1̄11̄), e
3

= 1

4

(1̄1̄1), (⇠
0

, ⇠
1

, ⇠
2

, ⇠
3

) = (0, 1, 1, 0) and Q =
2⇡(100).

Under this above gauge fixing, we have the “monopole”
mean-field Hamiltonian,

H
MFT

= �t
X

hRR0i

e�i2⇡h↵RR0 i�†
R�R0 � µ

X

R

�†
R�R,(22)

where the “monopole” spectrum is found to be

⌦+

±(q) = +t[4± 2(3 + C

x

C

y

� C

x

C

z

+ C

y

C

z

)
1
2 ]

1
2 � µ,

⌦�
±(q) = �t[4± 2(3 + C

x

C

y

� C

x

C

z

+ C

y

C

z

)
1
2 ]

1
2 � µ,

where C

µ

= cos q
µ

(µ = x, y, z). There are four
“monopole” bands: two arise from the two sublattices of
the dual diamond lattice, and two arise from the gauge
fixing that doubles the unit cell.

As we point out in Sec. IV, the “monopole” continuum
is contained in the “monopole” current correlation. Here
we are interested in the spectral structure of the upper
and lower excitation edges of the “monopole” continuum.

FIG. 2. (Color online.) (a) The upper excitation edge of the
“monopole” continuum. (b) The lower excitation edge of the
“monopole” continuum. For both figures, we set µ = �3t, and
the � points are the Brillouin zone centers. The important
information of the plot is not the dispersion itself, instead is
the enhanced spectral periodicity as if the Brillouin zone is
folded. Here �0�1 = 2⇡(1̄11) and �0�2 = 2⇡(11̄1) are the
reciprocal lattice vectors.

From the momentum and the energy conservation, we
have for the two “monopoles”

q = q
1

+ q
2

+Q, (23)

E = ⌦i1
j1
(q

1

) + ⌦i2
j2
(q

2

), (24)

where q and E are the momentum and energy transfer
of the neutrons, q

1

and q
2

are the crystal momenta of
the two “monopoles”, and the o↵set Q arises from the
dual gauge link that is present in the “monopole” cur-
rent. The minimum (maximum) of the energy E is ob-
tained when i

1

= i
2

= � and j
1

= j
2

= + (i
1

= i
2

= +
and j

1

= j
2

= +). In Fig. 2, we depict the upper and
lower excitation edges of the “monopole” continuum for
a specific choice of “monopole” hopping and chemical po-
tential. Clearly, the spectral periodicity is enhanced in
both plots.

VI. DISCUSSION

A. Non-Kramers doublets

We discuss the application of our results to vari-
ous pyrochlore ice systems. We begin with the non-
Kramers doublets. The continuous excitations have ac-
tually been observed from the INS measurements on
Pr

2

Zr
2

O
7

, Tb
2

Ti
2

O
7

and Pr
2

Hf
2

O
7

32,59,60. In partic-
ular, in the INS result for Pr

2

Hf
2

O
7

59, besides the very
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FIG. 1. (a) Diamond lattice (in thin line) and its dual diamond lattice (in thick line). The physical spin is located in the middle of the
link on the diamond lattice. The spinons (“monopoles”) hop on the diamond (dual diamond) lattice. The colored dots correspond to the
tetrahedral centers of the pyrochlore lattice. (b) Every buckled hexagon on the dual diamond lattice traps a “π” background dual U (1) flux that
is experienced by the “monopole” hopping. I and II refer to the two sublattices of the dual diamond lattice. In (c) and (d), the background flux
trapped in the (dashed) parallelogram is identical to the flux in the (colored) buckled hexagon.

the dual diamond lattice with [13]

2π⟨curl α⟩ = πηr ≡ π (mod 2π ). (11)

To see the effect of the background dual gauge flux,
we introduce the translation operator for the “magnetic
monopole,” T m

µ , that translates the “monopole” by a ba-
sis lattice vector aµ of the dual diamond lattice, where
µ = 1,2,3, and a1 = 1

2 (011),a2 = 1
2 (101),a3 = 1

2 (110). We
use the cubic coordinate system and set the lattice constant
to unity throughout the paper. As the “magnetic monopole”
hops successively through the parallelogram defined by
T m

µ T m
ν (T m

µ )−1(T m
ν )−1 with µ ̸= ν, the “monopole” experi-

ences an identical Aharonov-Bohm flux as the background
flux trapped in the hexagon plaquette of the dual diamond
lattice (see Fig. 1). This is because of the lattice geometry of
the diamond lattice. Thus, we have the following algebraic
relation:

T m
µ T m

ν

(
T m

µ

)−1(
T m

ν

)−1 = eiπ = −1. (12)

This algebraic relation means the lattice translation symme-
try is realized projectively for the “magnetic monopoles.”
The translation symmetry fractionalization for the “magnetic
monopole” is intimately connected to the spectral periodicity
of the “monopole continuum” [55,56,60].

To demonstrate the enhanced spectral periodicity of the
“monopole” continuum, we introduce a 2-“monopole” scat-
tering state |A⟩ ≡ |qA; zA⟩, where qA is the total crystal
momentum of this state and zA represents the remaining
quantum number that specifies the state [55]. The translation
symmetry fractionalization acts on the individual “monopole”
such that

Tµ|A⟩ ≡ T m
µ (1)T m

µ (2)|A⟩, (13)

where Tµ is the translation operator for the system, and 1 and
2 refer to the two “monopoles” of this state. By translating one
“monopole” by the basis lattice vector aµ, we obtain another

three 2-“monopole” scattering states,

|B⟩ = T m
1 (1)|A⟩, (14)

|C⟩ = T m
2 (1)|A⟩, (15)

|D⟩ = T m
3 (1)|A⟩. (16)

We are ready to compare the translation eigenvalues of these
four states by making use of Eq. (12) and obtain the following
relations for the crystal momentum of the these states:

qB = qA + 2π (100), (17)

qC = qA + 2π (010), (18)

qD = qA + 2π (001). (19)

Since these scattering states have the same energy, we
thus conclude that the “monopole continuum” of the two
“monopole” excitations have the following enlarged spectral
periodicity such that

Lm(q) = Lm(q + 2π (100)),

= Lm(q + 2π (010)),

= Lm(q + 2π (001)), (20)

where Lm(q) is the lower excitation edge of the “monopole”
continuum for a given momentum q because there is a finite
energy cost to excite two “monopoles.” This enhanced spectral
periodicity also appears in the upper excitation edges of the
“monopole” continuum. There is no symmetry breaking nor
any static magnetic order in the system, but the spectral
periodicity is enhanced. The spectrum is invariant if one
translates the spectrum by 2π (100), 2π (010), or 2π (001). This
is very different from the conventional case where the spectral
periodicity is given by the reciprocal lattice vectors, 2π (1̄11),
2π (11̄1), and 2π (111̄), for the fcc Bravais lattice. Therefore,
the spectral periodicity enhancement with a fold Brillouin zone
is a strong indication of the fractionalization in the system.
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FIG. 1. (a) Diamond lattice (in thin line) and its dual diamond lattice (in thick line). The physical spin is located in the middle of the
link on the diamond lattice. The spinons (“monopoles”) hop on the diamond (dual diamond) lattice. The colored dots correspond to the
tetrahedral centers of the pyrochlore lattice. (b) Every buckled hexagon on the dual diamond lattice traps a “π” background dual U (1) flux that
is experienced by the “monopole” hopping. I and II refer to the two sublattices of the dual diamond lattice. In (c) and (d), the background flux
trapped in the (dashed) parallelogram is identical to the flux in the (colored) buckled hexagon.
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2π⟨curl α⟩ = πηr ≡ π (mod 2π ). (11)

To see the effect of the background dual gauge flux,
we introduce the translation operator for the “magnetic
monopole,” T m

µ , that translates the “monopole” by a ba-
sis lattice vector aµ of the dual diamond lattice, where
µ = 1,2,3, and a1 = 1

2 (011),a2 = 1
2 (101),a3 = 1

2 (110). We
use the cubic coordinate system and set the lattice constant
to unity throughout the paper. As the “magnetic monopole”
hops successively through the parallelogram defined by
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ν (T m

µ )−1(T m
ν )−1 with µ ̸= ν, the “monopole” experi-

ences an identical Aharonov-Bohm flux as the background
flux trapped in the hexagon plaquette of the dual diamond
lattice (see Fig. 1). This is because of the lattice geometry of
the diamond lattice. Thus, we have the following algebraic
relation:
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(
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)−1(
T m
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)−1 = eiπ = −1. (12)

This algebraic relation means the lattice translation symme-
try is realized projectively for the “magnetic monopoles.”
The translation symmetry fractionalization for the “magnetic
monopole” is intimately connected to the spectral periodicity
of the “monopole continuum” [55,56,60].

To demonstrate the enhanced spectral periodicity of the
“monopole” continuum, we introduce a 2-“monopole” scat-
tering state |A⟩ ≡ |qA; zA⟩, where qA is the total crystal
momentum of this state and zA represents the remaining
quantum number that specifies the state [55]. The translation
symmetry fractionalization acts on the individual “monopole”
such that

Tµ|A⟩ ≡ T m
µ (1)T m

µ (2)|A⟩, (13)

where Tµ is the translation operator for the system, and 1 and
2 refer to the two “monopoles” of this state. By translating one
“monopole” by the basis lattice vector aµ, we obtain another

three 2-“monopole” scattering states,

|B⟩ = T m
1 (1)|A⟩, (14)

|C⟩ = T m
2 (1)|A⟩, (15)

|D⟩ = T m
3 (1)|A⟩. (16)

We are ready to compare the translation eigenvalues of these
four states by making use of Eq. (12) and obtain the following
relations for the crystal momentum of the these states:

qB = qA + 2π (100), (17)

qC = qA + 2π (010), (18)

qD = qA + 2π (001). (19)

Since these scattering states have the same energy, we
thus conclude that the “monopole continuum” of the two
“monopole” excitations have the following enlarged spectral
periodicity such that

Lm(q) = Lm(q + 2π (100)),

= Lm(q + 2π (010)),

= Lm(q + 2π (001)), (20)

where Lm(q) is the lower excitation edge of the “monopole”
continuum for a given momentum q because there is a finite
energy cost to excite two “monopoles.” This enhanced spectral
periodicity also appears in the upper excitation edges of the
“monopole” continuum. There is no symmetry breaking nor
any static magnetic order in the system, but the spectral
periodicity is enhanced. The spectrum is invariant if one
translates the spectrum by 2π (100), 2π (010), or 2π (001). This
is very different from the conventional case where the spectral
periodicity is given by the reciprocal lattice vectors, 2π (1̄11),
2π (11̄1), and 2π (111̄), for the fcc Bravais lattice. Therefore,
the spectral periodicity enhancement with a fold Brillouin zone
is a strong indication of the fractionalization in the system.
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the correlation function of the emergent electric field. It was
then shown, within the low-energy Maxwell field theory,
that the spin correlation corresponds to the electric field
correlator [5,36,46],

〈
E

µ
−q,−ωEν

q,ω

〉
∼

[
δµν − qµqν

q2

]
ωδ(ω − v|q|), (6)

where v is the speed of the photon mode. Apart from the
angular dependence, the spectral weight of the photon mode
is suppressed [5,36] as the energy transfer ω → 0.

III. LOOP CURRENT OF “MAGNETIC MONOPOLES”

The well-known result of the photon modes in the INS
measurement was obtained by considering the low-energy field
theory that describes the long-distance quantum fluctuation
within the spin ice manifold. The actual spin dynamics that
is captured by the Sz correlation in the INS measurement
operates in a broad energy scale up to the exchange energy
and certainly contains more information than just the photon
mode from the low-energy Maxwell field theory. What is the
other information hidden behind? To address this question, we
have to leave the low-energy Maxwell field theory and include
the gapped matters into our consideration.

The gapped matters are spinons and “magnetic monopoles.”
The spinons are sources and sinks of the emergent E field
and live on the diamond lattice sites or the tetrahedral
centers. These spinons are excitations out of the spin ice
manifold and are created by the Sx or Sy operator. For the
non-Kramers doublet systems, the neutron scattering does
not allow such spin-flipping processes. So we turn to the
“magnetic monopoles.” The “magnetic monopole” is the
source or sink of the emergent B field and is the excitation
within the spin ice manifold. Since the “magnetic monopole”
is located on the dual diamond lattice site (see Fig. 1), to
make the “magnetic monopole” explicit, one needs to do
a duality transformation on the lattice gauge Hamiltonian
HLGT [13,46,57]. This standard procedure [13,46,57] yields
the following dual theory:

Hdual = −t
∑

⟨RR′⟩
e−i2παRR′ &

†
R&R′ − µ

∑

R

&
†
R&R

+ U

2

∑

!∗

(
curlα − ηr

2

)2

− K
∑

⟨RR′⟩
cos BRR′ + · · · ,

(7)

where &
†
R (&R) creates (annihilates) the “magnetic monopole”

at the dual diamond lattice site R, “!∗” is the hexagon on the
dual diamond lattice, “t” is the “monopole” hopping, and “· · · ”
refers to the “monopole” interaction. Here α is the dual U (1)
gauge field that lives on the links of the dual diamond lattice,
and curl α is defined as

curlα ≡
∑

RR′∈!∗

! αRR′ (8)

and is simply the electric field going through the center of the
hexagon plaquette on the dual diamond lattice. This dual model
describes the coupling between the “magnetic monopoles” and
the fluctuating dual U (1) gauge fields, and is the starting point

to explore the dynamics of the “magnetic monopoles.” For
our purpose to capture the generic spectral structure of the
“monopole” dynamics, we here keep only the nearest-neighbor
“monopole” hopping.

Since the neutron picks up the Sz component for non-
Kramers doublets, we want to find what kind of “monopole”
operators in the dual theory correspond to the Sz component.
Since this is a gauge theory, only gauge invariant quantity
is physical according to Elitzur’s theorem [58]. It has been
shown from Maxwell’s equations in the early studies of
critical theories for the “magnetic monopole” condensation
transition [13,57,59] that the “magnetic monopole” current on
a closed hexagon loop of the dual diamond lattice induces the
electric field through the center of the loop (see Fig. 1), i.e.,

∑

RR′∈!∗

! JRR′ = E ∼ Sz, (9)

where JRR′ is the “monopole” current between the nearest
neighbors with

JRR′ ≡ i[&†
R&R′e

−i2παRR′ − H.c.]. (10)

How do we understand the above relation? First, we
emphasize that this relation is applicable beyond the early
studies of identifying the proximate static Sz Ising order
through the “monopole” condensation, and holds even for the
dynamical property inside the U (1) QSL phase. Second, there
is no contradiction between this relation with Eq. (6) that is
a coarse-grained low-energy and long-distance result. This
relation here includes the short-distance and finite energy
dynamics of the “magnetic monopoles.” From this relation,
we conclude that the Sz correlation contains the contribution
of the “monopole” current correlator.

The above analysis does not provide the information about
the spectral weight of the “monopole” continuum in the Sz

correlation. It was pointed out that increasing further neighbor
Sz-Sz interaction could drive a quantum phase transition
from the U (1) QSL to the Ising order via the “monopole”
condensation [13]. We thus think that the systems with
extended Sz coupling may have more visible “monopole”
continuum in the INS result.

IV. SPECTRAL STRUCTURE OF THE
“MONOPOLE” CONTINUUM

We realize that the physical spin operator Sz creates
one “monopole”-“anti-monopole” pair. The dynamic spin
structure factor of the non-Kramers doublet would contain a
broad “monopole” continuum due to this “fractionalization” of
the spin into the two “monopoles.” Here we are interested in the
generic and unique spectral structure rather than some specific
details that can be used to uniquely identify the “monopole”
continuum in the INS results.

The “magnetic monopole” hops on the dual diamond lattice
and experiences the dual U (1) gauge flux. The background
gauge flux thus modulates the “monopole” dynamics. Due to
the electric field offset, ηr/2, that originates fundamentally
from the effective spin-1/2 nature of the local moment, there
exists a background gauge flux on each hexagon plaquette of
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Orbital magnetic field effects in spin liquid with spinon Fermi sea:

Possible application to κ-(ET)2Cu2(CN)3

Olexei I. Motrunich
Kavli Institute for Theoretical Physics, University of California, Santa Barbara, CA 93106-4030

(Dated: October 23, 2005)

We consider orbital magnetic field effects in a spin liquid phase of a half-filled triangular lattice
Hubbard system close to the Mott transition, continuing an earlier exploration of a state with spinon
Fermi surface. Starting from the Hubbard model and focusing on the insulator side, we derive an
effective spin Hamiltonian up to four-spin exchanges in the presence of magnetic field, and find that
the magnetic field couples linearly to spin chirality on the triangles. The latter corresponds to a
flux of an internal gauge field in a gauge theory description of the spin liquid, and therefore a static
such internal flux is induced. A quantitative estimate of the effect is obtained using a spinon mean
field analysis, where we find that this orbital field seen by the spinons is comparable to or even
larger than the applied field. We further argue that because the stiffness of the emergent internal
gauge field is very small, such a spinon-gauge system is strongly susceptible at low temperatures to
an instability of the homogeneous state due to strong Landau level quantization for spinons. This
instability is reminiscent of the so-called strong magnetic interaction regime in metals with the usual
electromagnetic field, but we estimate that the corresponding temperature–magnetic field range is
significantly broader in the spinon-gauge system.

I. INTRODUCTION

Experimental studies1,2,3 of the quasi-two-dimensional
organic material κ-(ET)2Cu2(CN)3 strongly suggest a
spin liquid state in the insulating phase at ambient pres-
sure. κ-(ET)2Cu2(CN)3 is a strongly correlated half-
filled Hubbard system on an almost isotropic triangular
lattice. The material is just near the boundary of the
insulator-metal transition.1,2,3,4,5,6,7 It is an insulator at
ambient pressure with a charge gap of order 350 K, and
shows no signs of magnetic ordering down to 32 mK de-
spite a relatively large exchange coupling J ∼ 250 K.
Experiments find that this spin liquid maintains a finite
susceptibility and a finite 1/(T1T ) for the 13C nuclear
spin relaxation rate down to low temperatures,1,5 and
also that this insulator has large spin entropy.2,3

These observations and related numerical studies7,8 led
the present author,9 and also the authors of Ref. 10, to
propose a spin liquid state with spinon Fermi surface as
a likely candidate. In Ref. 9, this state was shown to
be energetically favored in a spin model with Heisenberg
and ring exchanges appropriate for the description of the
insulator, while Ref. 10 used the mean field slave parti-
cle approach and also derived an effective gauge theory
description of the proposed spin liquid.
Here, we examine the response of this spin liquid to

strong magnetic fields. One motivation is to look for pos-
sible direct probes of the spinon Fermi surface similar to
the ones used in metals such as magneto-oscillations or
magnetoacoustic resonance. Another motivation is the
observations in Refs. 3 and 5 of significant broadening
of the 13C NMR line in a large magnetic field up to
9 T at low temperatures below 10 − 30 K. Systematic
studies3 reveal that the lines broaden symmetrically and
the broadening increases with increasing field and also
with decreasing temperature. At the present, it is not
clear whether this anomalous behavior is intrinsic, or is

the result of extrinsic disorder effects in the critical spin
liquid.

A simple intuition about the Mott insulator would be
that the charge motion is suppressed and only spin de-
grees of freedom couple to the magnetic field. If this were
the case, then one would not expect any strong intrinsic
effects in the presence of the magnetic field. In partic-
ular, in the spin liquid state with spinon Fermi surface
and just the Zeeman spin coupling to the applied field
one would expect only Pauli spin paramagnetism. We
argue, however, that orbital effects need to be carefully
included when analyzing the response of the spin liquid
in κ-(ET)2Cu2(CN)3. This is because charge fluctua-
tions, which become more prominent in the vicinity of
the insulator-metal transition, also induce an effective
“orbital” coupling to the magnetic field. The effect of
such coupling on the proposed spinon Fermi sea state
is further amplified by the fact that this phase itself is
stabilized against other competing spin liquids or the an-
tiferromagnetically ordered state by charge fluctuations
that produce the four-spin ring exchange terms.9,10

First, we show that in the presence of the external
magnetic field the spinons effectively experience an “in-
ternal” orbital field that is comparable to and maybe even
larger than the applied field. This is despite the fact that
spinons do not transport electrical charge, but follows
when we derive an effective spin Hamiltonian from elec-
tronic degrees of freedom in the presence of the applied
magnetic field. We find that the magnetic field couples
linearly to the spin chirality on the elementary triangles.
The effective description of the spin liquid state contains
spinons coupled to a dynamically generated “internal”
gauge field. The physical meaning of the flux of the in-
ternal gauge field is precisely the spin chirality, and the
external magnetic field therefore induces a static internal
flux seen by the spinons that is comparable to the applied
field.

4

real hopping amplitudes and the so-called flux states
with complex tspinonrr′ realizing nontrivial “internal” fluxes
through the hopping loops. The flux can be either uni-
form or have a staggered pattern. The projected Fermi
sea state is a special case with zero flux. Here, we are
primarily interested in the uniform flux states since these
are natural candidates in the presence of the external
magnetic field if one starts with the zero-flux state in the
absence of the magnetic field.
The mean field energy per site for a uniform flux state

is

ϵmf = −12g2J2|χφ|
2 − 96g4J4|χφ|

4 cos(φint
1234)

− 32g3J3|χφ|
3 sin(Φext

123) sin(φ
int
123) . (12)

Here, χrr′ = |χφ| exp(iarr′) and φint is the flux of the “in-
ternal” gauge field arr′. Note that the link expectation
values χrr′ obtain the same flux pattern as the input am-
plitudes tspinonrr′ . The gauge theory language is explained
in Appendix C.

B. Review of the zero-field case

Let us first consider Φext = 0 following Ref. 9. We
find that for small g4J4/(g2J2) ≤ 0.69, the lowest energy
state has φ△ = π/2 flux through each triangle, while for
larger ring exchanges the best state has zero flux (see
Fig. 1). The corresponding numerical values of |χφ| for
the half-filled triangular lattice are

|χφ=π/2| = 0.2002, |χφ=0| = 0.1647 . (13)

It is known17 that flux states have large absolute value
|χφ| and therefore good Heisenberg energies. On the
other hand, the ring exchanges are directly sensitive to
the placket fluxes and dislike any fluxes, as can be seen
from Eq. (12). This is why the zero-flux state is stabi-
lized for large J4/J2. As explained in Ref. 9, we do not
consider so-called dimer states even though formally for
fixed g2J2 these have the lowest mean field energy in the
range g4J4/(g2J2) ≤ 2.4. Our reasoning is that J2 is
fixed, and to go from the mean field evaluations to the
projected wave functions, the renormalization factor g2
is larger for the translationally invariant states.
For later convenience, Fig. 2 shows the behavior of

|χφ| evaluated numerically for the triangular lattice flux
states. It is useful to note the enveloping function for
small fluxes, which we find to be

|χφ| ≤ |χ0|(1 + cφ2
△) (14)

with c ≈ 0.1. In particular, it follows that for small
g4J4/(g2J2) ≤ 0.56 – hatched region in Fig. 1 – the zero-
flux state is also unstable against introducing weak fluxes
(while the π/2-flux state is the global translationally-
invariant minimum till a somewhat larger value of 0.69).
A direct Gutzwiller wavefunction study gives that the

zero-flux state has lower energy than the π/2-flux state

44J g 22J(     )/
π/2−flux

= 0extΦ

0.70 g
no flux (spinon FS)

FIG. 1: “Phase diagram” from the mean field energy op-
timization over translationally invariant states in the ab-
sence of the magnetic field. In the hatched region, the zero-
flux state is also unstable against introducing small inter-
nal flux. For the κ-(ET)2Cu2(CN)3 parameters, we estimate
g4J4/(g2J2) ≃ 1.2− 1.5.
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 0  0.1  0.2  0.3  0.4  0.5
|χ
φ|

1/ν = 2φ∆
int/π

ν=n-1

n
n+1

|χφ|

FIG. 2: Mean field numerical data for uniform flux states on
the half-filled triangular lattice. The figure shows the abso-
lute value of the bond expectation value |χφ| ≡ |⟨f†

r′fr⟩| as
a function of the spinon filling factor ν with respect to the
internal flux (one spin species is considered). The dotted line
is the enveloping function Eq. (14), while the dash-dotted line
is the full model function Eq. (17). The data plotted corre-
spond to rather large φint, but the same behavior is expected
to continue for small fluxes.

for J4 ≥ 0.145J2. From this and similar comparisons we
estimate that g4/g2 is roughly 4 to 5 – see Appendix B
for more details.
In the κ-(ET)2Cu2(CN)3 compound, we have J4/J2 ≃

0.3, which is not far from the regime where it would
be advantageous to spontaneously generate such inter-
nal flux. We therefore reason that the spinon Fermi sea
state in the κ-(ET)2Cu2(CN)3 compound is rather sus-
ceptible to the internal flux generation. In particular, we
expect some enhancement in the response to the external
magnetic field, to which we now turn.

C. Mean field over homogeneous flux states in the
presence of the magnetic field

Consider the mean field energy Eq. (12) with nonzero
but small Φext. Let us first try the enveloping function
Eq. (14) for small φint. Expanding ϵmf to quadratic order
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Variational study of triangular lattice spin-1/2 model with ring exchanges and
spin liquid state in κ-(ET)2Cu2(CN)3

Olexei I. Motrunich
Kavli Institute for Theoretical Physics, University of California, Santa Barbara, CA 93106-4030

(Dated: December 20, 2004)

We study triangular lattice spin-1/2 system with antiferromagnetic Heisenberg and ring exchanges
using variational approach focusing on possible realization of spin liquid states. Trial spin liquid
wave functions are obtained by Gutzwiller projection of fermionic mean field states and their en-
ergetics is compared against magnetically ordered trial states. We find that in a range of the ring
exchange coupling upon destroying the antiferromagnetic order, the best such spin liquid state is
essentially a Gutzwiller-projected Fermi sea state. We propose this spin liquid with spinon Fermi
surface as a candidate for the nonmagnetic insulating phase observed in the organic compound
κ-(ET)2Cu2(CN)3, and describe some experimental consequences of this proposal.

I. INTRODUCTION

This paper reports a variational study of spin-1/2
Heisenberg antiferromagnet with ring exchanges on a tri-
angular lattice. One motivation for this study is the
exact diagonalization work of LiMing et al.1 and Mis-
guich et al.2 on this system proposing that it realizes
spin liquid states. We are particularly interested in spin
liquids that may occur near the Heisenberg antiferromag-
netic state. Multiple-electron exchanges are believed to
be important near quantum melting and metal-insulator
transitions. The specific model considered here may also
be relevant for the description of a tentative spin liq-
uid state observed in the quasi-two-dimensional organic
compound κ-(ET)2Cu2(CN)3,3 which is close to metal-
insulator transition. Imada et al.4 studied appropriate
Hubbard model on the triangular lattice and found an
insulating regime with no spin order. The ring exchange
spin model can be viewed as derived from the Hubbard
model by a projective transformation, which is appropri-
ate in the presence of the charge gap.
The present work attempts to understand possible spin

liquid states in the ring exchange model by examining
candidate ground state wave functions. This is comple-
mentary to the exact diagonalization studies, since know-
ing the character of a candidate wave function can give
significant intuition.
The model Hamiltonian on the triangular lattice is, in

the notation borrowed from Ref. 2,

Ĥring = J2
∑

! !

P12 + J4
∑

✔ ✔
! !

! !

(

P1234 + P †
1234

)

. (1)

The two-spin exchanges are between all nearest neigh-
bors and reduce simply to Heisenberg interactions, P12 =
P †
12 = 2S1 · S2 +

1
2 . The four-spin “ring exchanges” are

around all rhombi of the triangular lattice.
In the following, we consider only antiferromagnetic

coupling J2 > 0 and positive J4 ≥ 0; for brevity, we set
J2 = 1. When J4 = 0, the system is the familiar Heisen-
berg antiferromagnet on the triangular lattice and has
a three-sublattice antiferromagnetic (AF) order. Exact

J  /J24

spin gap; many singlets
spin liquid AF  no spin gap 

~0.1

 spin liquid 

FIG. 1: Phase diagram of the model Eq. (1) from exact diago-
nalization study of Ref. 1,2. The magnetic order is destroyed
for J4 ! 0.07 − 0.1; a spin gap is observed in the regime
0.1 " J4 " 0.25, but also many singlets below the spin gap.
The spin gap is decreasing for J4 ! 0.175.

J  /J24~0.14

spin liquid AF ??? projected Fermi sea

FIG. 2: Variational phase diagram for the Hamiltonian
Eq. (1). The AF ordered variational state has the lowest
energy for small J4, but becomes unstable for J4 ! 0.14
compared with the fermionic spin liquid states. One ex-
ample of such spin liquid is the projected dx2

−y2 + idxy su-
perconductor ansatz, with the optimal variational parameter
(∆/t)var = 0.22, 0.13, 0.05, 0.02 for J4 = 0.15, 0.20, 0.25, 0.30
respectively. Some other ansatze give very close optimal en-
ergy, and the situation is particularly not clear near the AF
state. But for J4 ! 0.3, our best ansatze become essentially
the projected Fermi sea state. We caution that for signifi-
cantly larger J4 states with more complicated magnetic orders
– e.g. with four-sublattice order – may enter the energetics
competition,8 which is not considered here.

diagonalization study of Ref. 1 proposes the phase dia-
gram summarized in Fig. 1. The AF order is preserved
for small J4 " 0.07 − 0.1, but is destroyed for larger
J4 and a spin gap opens up. However, in the regime
0.1 " J4 " 0.25 reported in Ref. 1, there are apparently
many singlet excitations below the spin gap. Also, the
spin gap starts to decrease for J4 ! 0.175.
In the exact diagonalization studies, it is hard to say

which physical state is realized in the absence of clear sig-
natures of some particular phase. The question of pos-
sible spin liquid states is taken up here by considering
variational spin liquid wave functions on the triangular
lattice. Specifically, we consider one family of such states
obtained by Gutzwiller-projecting singlet fermionic mean

Quantum oscillation of spinon Fermi surface

Weak Mott insulators: spinons are not far from electrons.
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Theory of the Thermal Hall Effect in Quantum Magnets
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We present a theory of the thermal Hall effect in insulating quantum magnets, where the heat
current is totally carried by charge-neutral objects such as magnons and spinons. Two distinct types
of thermal Hall responses are identified. For ordered magnets, the intrinsic thermal Hall effect for
magnons arises when certain conditions are satisfied for the lattice geometry and the underlying
magnetic order. The other type is allowed in a spin liquid which is a novel quantum state since
there is no order even at zero temperature. For this case, the deconfined spinons contribute to the
thermal Hall response due to Lorentz force. These results offer a clear experimental method to prove
the existence of the deconfined spinons via a thermal transport phenomenon.

PACS numbers: 71.10.Hf, 72.20.-i, 75.47.-m

The ground state and low energy excitations of corre-
lated electronic systems are the subject of recent inten-
sive interests, and especially the possible quantum liquid
states are the focus both theoretically and experimen-
tally [1–5]. For the quantum magnets, magnetic suscep-
tibility, neutron scattering and specific heat are the ex-
perimental tools to study this issue. In the conducting
systems, on the other hand, charge transport properties
also offer important clues to the novel electronic states
such as the non-Fermi liquid or the quantum Hall liq-
uid. Therefore, a natural question is whether there are
any transport properties in insulating quantum magnets
which provide insight into the ground state. To answer
this question, we study in this Letter the thermal Hall
effect theoretically and find several different mechanisms
leading to the classification of the quantum magnets.

For a finite Hall response, time-reversal symmetry
must be broken due to magnetic field and/or magnetic
ordering. The Hall effect in itinerant magnets, where
the spin structure and conduction electron motion are
coupled, has been studied extensively. In this case, in
addition to the usual Lorentz force, the scalar (spin) chi-
rality defined for three spins as S⃗i · (S⃗j × S⃗k) plays an
important role [6–8]. The scalar chirality acts as a ficti-
tious magnetic flux for the conduction electrons and gives
rise to a non-trivial topology of the Bloch wave functions,
leading to the Hall effect. It is natural to expect that a
similar effect occurs even in the localized spin systems
for e.g. the spin current [9]. Another important tool
to detect charge-neutral modes is the thermal transport
measurement. In low-dimensional magnets, the ballistic
thermal transport property was predicted from the in-
tegrability of the one-dimensional Heisenberg model [10]
and has been experimentally observed in Sr2CuO3 [11].
In κ-(ET)2Cu2(CN)3, one of possible candidates for two-
dimensional quantum spin liquids [1], the thermal trans-

port measurement was used as a probe to unveil the na-
ture of low-energy spin excitations [12]. The measure-
ments have been limited to the longitudinal thermal con-
ductivity so far. In this paper we predict a non-zero ther-
mal Hall conductivity, i.e., the Righi-Leduc effect which
will provide important information as described below.
First, we need to consider the influence of the external

magnetic field on localized spin systems. In addition to
the Zeeman coupling, we have the ring exchange process
leading to the coupling between the scalar chirality and
external magnetic fields. This coupling is derived from
the t/U expansion for the Hubbard model at half filling
with on-site Coulomb interaction U and complex hopping
tij = teiAij [13, 14] and its explicit form is given by

Hring = −
24t3

U2
sinΦ S⃗i · (S⃗j × S⃗k), (1)

where Φ is the magnetic flux through the triangle formed
by the sites i, j, and k in a counterclockwise way. Since
the coefficient is proportional to t3/U2, it is expected to
be small. In the vicinity of the Mott transition, however,
this coupling is not negligible. We first examine the effect
of Hring within the spin-wave approximation. Then we
find that if the lattice geometry and the magnetic order
satisfy certain conditions, the magnons can experience
the fictitious magnetic field and there occurs the intrin-
sic thermal Hall effect, i.e., the thermal Hall conductivity
κxy due to the anomalous velocity of the magnons. In this
case, κxy is independent of the lifetime of magnons (τ),
whereas the longitudinal one κxx depends on τ [15, 16].
It can be regarded as a bosonic analogue of the quan-
tum Hall effect with zero net flux [17]. We also derive
a TKNN-type formula [18] of the thermal Hall conduc-
tivity for a general free-bosonic Hamiltonian. It should
be possible to apply this formula to the recently found
phonon thermal Hall effect [19]. Finally, we consider the
effect of Hring in quantum spin liquids. Since there is no

4

of the order parameter ⟨χij⟩ = |⟨χij⟩|eiaij and the La-
grange multiplier a0 to impose the constraint above con-
stitutes the gauge field, which is coupled to the spinons.
In the confining phase of this gauge field, two spinons
are bound to form a magnon. On the other hand, in
the deconfining phase, the spinons behave as nearly free
quasi-particles. The latter case is realized in some of
the quantum spin liquid states [24]. Similar state has
been obtained also for the Hubbard model [25], which
contains the gapped charge excitations. This charge de-
grees of freedom is represented by the U(1) phase factor
eiθi , i.e., the electron operator ciσ is decomposed into
the product fiσe−iθi , which is coupled to aij −Aij where
Aij is the vector potential (Peierls phase) corresponding
to the magnetic flux Φ [25]. Then, the Maxwell term
Lg = (1/g)

∫

dr
∑

µν(Fµν − Fµν)2 (g: coupling constant,
Fµν = ∂µaν − ∂νaµ, Fµν = ∂µAν − ∂νAµ, ) is generated
by integrating over the charge degrees of freedom. To
summarize, the spinons are described by the Lagrangian

L =
∑

j,σ

f †
jσ(∂τ − ia0j − µ)fjσ

−
∑

j,k

tfe
iajkf †

jσfkσ + Lg, (7)

Following the previous works [14, 25], we take the spinon
metal with a Fermi surface as a candidate for the 2D
quantum spin liquid realized in κ-(ET)2Cu2(CN)3[12].
In a magnetic field Fxy = Bz, the average of the gauge
flux ⟨Fxy⟩ = cFxy is induced with c a constant of the
order of unity because of the coupling between Fxy and
Fxy in Lg [14, 24]. Therefore, the spinons are subject
to the effective magnetic field ⟨Fxy⟩ and to the Lorentz
force.
Let us first estimate the spinon lifetime τ from the

recent thermal transport measurements in that material.
The longitudinal thermal conductivity is obtained from
the Wiedemann-Franz law by assuming a Fermi liquid of
spinons:

κxx
sp = 2

π2

3

(εF
!
τ
) k2BT

h
·
1

d
, (8)

where εF is the Fermi energy and d ∼ 16Å is the inter-
layer distance. After a subtraction of the phonon con-
tribution, κxx

sp is estimated to be ∼0.02 WK−1m−1 at
T = 0.3 K [12]. We obtain εFτ/! = 56.5 and with
εF = J ∼ 250 K, we estimate τ ∼ 1.72 × 10−12 s. Next
we examine κxy

sp . As has been shown in [14], the gauge
flux for spinons is comparable to the applied magnetic
flux and hence κxy

sp ∼ (ωcτ)κxx
sp , where ωc = eB/mc is

the cyclotron frequency with the effective mass of spinon
mc. Estimating mc ∼ !2/(Ja2) with assuming the lat-
tice spacing a ∼ 10Å, we obtain ωcτ ∼ 0.086 × B with
B being measured in Tesla. Therefore, the thermal Hall
angle κxy

sp /κ
xx
sp ∼ ωcτ becomes of the order of 0.1, which

is easily measurable, with a weak magnetic field B ∼ 1T

such that the spin-liquid ground state is not disturbed.
Also note that compared with the intrinsic thermal Hall
effect discussed above, the magnitude of this Lorentz-
force driven thermal Hall conductivity is much larger by
the factor of ∼ (εFτ/!)2. Therefore, the observation of
the thermal Hall effect is a clear signature of such de-
confined spinons in the spin liquid, and experiments on
κ-(ET)2Cu2(CN)3 is highly desirable.

Another important difference between the spinon con-
tribution and the intrinsic term is that the spinons are
diffusive and see the field A⃗. Thus in a small sample
one can expect mesoscopic effects such as universal con-
ductance fluctuations of the thermal conductivity as a
function of B. Using the Wiedemann-Franz law, we ex-
pect the relative fluctuation in κxx and κxy to be of order
!/(εFτ) for each coherent volume with dimension

√
ℓℓin

where ℓ = vFτ and ℓin = vFτin and τin is some inelastic
scattering time much longer than τ at low temperatures.
The fluctuation is reduced by

√
N if the sample contains

N coherent volumes. We estimate the elastic mean free
path ℓ to be 400 Å, so that at low temperatures this effect
may be observable in micron-scale samples.

In conclusion, we have studied theoretically the ther-
mal Hall effect in the quantum spin systems induced by
the external magnetic field. There are three cases, i.e.,
(i) no thermal Hall effect, (ii) intrinsic thermal Hall ef-
fect by the magnons, and (iii) large thermal Hall effect
due to the Lorentz force. (i) corresponds to the most
of the conventional (anti)ferromagnets on triangular and
square and cubic lattices, while (ii) to the magnets on a
particular lattice structure such as kagomé, and (iii) to
the spin liquid with deconfined spinons. Therefore, the
thermal Hall effect offers a unique experimental method
to gain an important insight on the ground state/low en-
ergy excitations of the quantum magnets.
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Why there is thermal Hall effect  
in strong Mott insulator QSL?

The D.O.F. are spins, not electrons.  

The excitations are neutral spinons, do not  
carry external U(1) gauge charge. 

There is only Zeeman coupling to the field. 

How can magnetic field twist the spinon motion  
and create Hall effect? 
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Three cases of thermal Hall effects

1. Chiral spin liquids: quantized w/o field 

2. Magnetic field changes the spinon band topology  

and creates chiral edge states: e.g. Kitaev spin liquid,  

(not much different from case 1), apply to QSL w/ gapped gauge.  

3. External field comes to modify the internal continuous gauge field and  

thereby indirectly twists the motion of matter fields, and generate  

thermal Hall effects.
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Plover Cove Reservoir 
of Hong Kong

Built a fresh water reservoir in the sea (1960s)  
using the existing landscapes
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In the theory of quantum spin liquid, gauge fluctuation is an emergent excitation at low energy. The gauge
magnetic field is proportional to the scalar spin chirality S1 · S2 × S3. It is therefore highly desirable to measure the
fluctuation spectrum of the scalar spin chirality. We show that in the Kagome lattice with a Dzyaloshinskii-Moriya
term, the fluctuation in Sz, which is readily measured by neutron scattering, contains a piece which is proportional
to the chirality fluctuation.
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I. INTRODUCTION

It has long been suspected that the spin-1/2 antiferromag-
netic Heisenberg model on the Kagome lattice may support a
spin-liquid ground state, i.e., a singlet ground state which has
no Neel order due to quantum fluctuations.1,2 Several years ago
the compound ZnCu3(OH)6Cl2 (called herbertsmithite), where
the Cu2+ ions form S = 1/2 local moments on a Kagome
lattice, was synthesized.3,4 Despite an exchange constant J
estimated to be ∼200 K, no magnetic order was detected
down to 30 mK. Recent neutron scattering shows that the
spin excitations are gapless and form a broad continuum.5

Thus herbertsmithite has emerged as a strong candidate for the
spin-liquid state. However, for reasons described below, much
remains unknown about this material and the connection with
theory is tenuous at best. There is thus a strong need for more
experimental probes to help establish the nature of this state
of matter.

Theoretically it has been proposed by Ran et al.6 based on
projected fermionic wave functions that the ground state is a
U(1) spin liquid, with spinons which exhibit a gapless Dirac
spectrum. On the other hand, recent DMRG calculations on
finite-size cylinders show strong evidence that the ground state
is a Z2 spin liquid, with a substantial triplet gap.7 However,
the nearest-neighbor Heisenberg model appears to be a very
delicate point, because a small ferromagnetic next-nearest-
neighbor exchange, J2 ≈ −0.01J , is sufficient to destabilize
the Z2 state.8 Meanwhile, more detailed projected wave-
function calculations show that the Dirac state is surprisingly
stable. Furthermore, the application of a couple of Lanczos
steps produces an energy quite competitive with the energy of
the Z2 state obtained by DMRG.9 Thus while there is general
agreement that this ground state is a spin liquid, the precise
nature of the spin liquid remains somewhat unsettled.

Experimentally it is known that about 15% of the Zn
(S = 0) ions which are located between the Kagome planes
are replaced by S = 1/2 Cu ions. It has been argued that
there is not much Zn substitution for Cu in the Kagome
planes,10 so that the disturbance of the Kagome structure may
be minimal. However, the low-energy excitations measured
by thermodynamic probes such as specific heat and spin

susceptibility may be dominated by the local moments between
planes. Furthermore, due to spin-orbit coupling, we expect
deviation from the Heisenberg model. To first order in the spin-
orbit coupling constant λ, we expect Dzyaloshinskii-Moriya
(DM) terms of the form

HDM =
∑

⟨ij⟩
Dij · Si × Sj , (1)

where the DM vector Dij is located on bond ⟨ij ⟩. Since Dij =
−Dji , the Dij vectors depend on the convention of the bond
orientation.11–14 For a given convention the DM vectors are
shown in Fig. 1. The out-of-plane DM term (Dz) has been
estimated to be about 8% of J . Due to the delicate nature of
the ground state of the Heisenberg model explained above, it
is not at all clear that the nearest-neighbor Heisenberg result
applies to the herbertsmithite.

The defining character of a quantum spin liquid is the
emergence of exotic particles such as spinons which carry
S = 1/2 and the associated gauge fields.15 In the U(1) spin
liquid, the gauge field is gapless, whereas in the Z2 spin liquid
the gauge field is gapped. The gauge field is defined by phase
aij of the spinon hopping matrix element teiaij on link ij . It is
a compact gauge field and the spin liquid corresponds to the
deconfined phase of the gauge field, so that the compactness
may be ignored in the long-wavelength limit and aij may
be replaced by a continuum field a(r). The gauge-invariant
quantities are the gauge field b = ∇ × a, which is in the ẑ
direction, and the gauge electric field e = −∇a0 + da

dt
, which

lies in the plane. The physical meaning of the magnetic flux
has been extensively discussed.16 If " is the flux through a
plaquette, sin " is one-half of the solid angle subtended by the
spins along the plaquette. For a three-site triangle, we have

sin " = 1
2 S1 · (S2 × S3). (2)

The quantity S1 · S2 × S3 is known as the scalar spin chirality.
Thus the fluctuation spectrum of the gauge magnetic field
is proportional to the fluctuation of the spin chirality. It is
highly desirable to measure this correlation function because
it gives information on the gauge fluctuation and can help to
distinguish different spin liquids. However, the measurement
of a correlation of a product of three spin operators is a daunting
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FIG. 1. (Color online) DM vectors on the Kagome lattice for
herbertsmithite. The arrow specifies the order of the operator Si × Sj

(adapted from Ref. 11). Dz is the z component, while D′ is the in-plane
component.

task. A method to measure the vector chirality S1 × S2 has
been suggested by Maleev,17 but it does not apply to scalar
chirality. Shastry and Shraiman18 have suggested measuring
chirality fluctuations using Raman scattering, but that provides
information only for very small q. A proposal to measure this
using resonant x-ray scattering has been made.19 However,
the energy resolution of this technique is currently limited to
20 meV or so, which is on the scale of J .

II. EFFECT OF THE DZYALOSHINSKII-MORIYA TERM

It turns out that in the Kagome lattice we can turn the DM
term to our advantage and achieve a simpler measurement of
the chirality correlation. The hint comes from a recent paper
by Savary and Balents,20 who pointed out that in a certain
pyrochore spin-ice material, the gauge field (in their case, the
electric field)21 is proportional to Sz and its fluctuation can
be directly measured by neutron scattering.22 This system is
treated in the strong spin-orbit coupling where J , rather than
spin S, is a good quantum number, but this work raises the
possibility of finding the same proportionality in the presence
of weak spin-orbit coupling. We find that it is indeed the case
for the Kagome lattice with the DM vectors shown in Fig. 1.
In the Kagome lattice each site is connected to two triangles.
Let us consider the site labeled 1. The total chirality through
the two attached triangles is

χ1 = S1 · S2 × S3 + S1 · S4 × S5. (3)

We use χ1(r) to denote this operator at the lattice position r .
Due to the DM term,

⟨S2 × S3⟩ = α D23,

⟨S4 × S5⟩ = α D45 = −α D54 = α D23, (4)

where α is a constant and the last step is by inspection of Fig. 1.
For |D23| ≪ J , we expect α ∼ 1

J
. The important point is the

contributions from the two triangles add and we find a linear
coupling between χ1 and S1 · D23. If we average over corners
of the triangle 123 and define χ̄ = 1

3 (χ1 + χ2 + χ3), it is clear
that the in-plane component of the D vectors cancel and a local
fluctuation in Sz(r,t) induces a local fluctuation in χ̄(r,t) with

a proportionality constant of (2αDz
23). This suggests that a

measurement of the ⟨Sz(r,t)Sz(0,0)⟩ correlation function will
contain a piece which is proportional to the chirality correlation
⟨χ̄ (r,t)χ̄(0)⟩. A more formal argument proceeds as follows.
Let |α⟩ and E(α) denote the exact eigenstates and energies
of the Hamiltonian H0 without the DM term and we perturb
in HDM. We are interested in a subset of the excited states,
denoted |αχ ⟩, which are connected to the ground state |0⟩
by the operator χ1, i.e., ⟨αχ |χ1|0⟩ ̸= 0. On the other hand,
the operator Sz(r) has no matrix element to these states, i.e.,
⟨αχ |Sz(r)|0⟩ = 0. The gauge magnetic field spectral function
is proportional to the chirality spectral function

Sχ (q,ω) =
∑

αχ

∫
d reiq·r⟨0|χ1(r)|αx⟩⟨αx |χ1(0)|0⟩

× δ(ω − E(αx) − E(0)). (5)

Now we include the DM term. The neutron scattering cross
section is proportional to

S(q,ω) =
∑

f

∫
d reiq·r⟨i|Sz(r)|f ⟩⟨f |Sz(0)|i⟩

× δ(ω − (Ef − Ei)), (6)

where |f ⟩ and E(f ) are the exact eigenstate and energy of
the total Hamiltonian. We now compute the correction to the
matrix element ⟨f |Sz|i⟩ to first order in HDM for state |fχ ⟩,
which derives from state |αχ ⟩, i.e.,

|fχ ⟩ = |αχ ⟩ +
∑

α ̸=αχ

⟨α|HDM|αχ ⟩
E(αχ ) − E(α)

|α⟩, (7)

and similarly for |i⟩. Since the zeroth-order term vanishes, we
find

⟨fχ |Sz(r)|i⟩ =
∑

α

[ ⟨αχ |HDM|α⟩⟨α|Sz(r)|0⟩
E(αχ ) − E(α)

+ ⟨αχ |Sz(r)|α⟩⟨α|HDM|0⟩
E(0) − E(α)

]
. (8)

Since |0⟩ and |αχ ⟩ are total spin singlets, we argue that by
choosing a different spin quantization axis, Sz can be rotated
to Sx in Eq. (8) and |α⟩ are spin triplet states. If the spin triplets
have a large gap %t , we may replace E(0) − E(α) in the second
term with −%t . If we are interested in low-energy modes of the
chirality fluctuations such that ω = E(αχ ) − E(0) ≪ E(α) −
E(0) ≈ %t , we may likewise replace that energy denominator
in the first term with −%t . Then the sum over |α⟩ can be done
and

⟨fχ |Sz(r1)|i⟩ = −
∑

jk

2Djk

%t

⟨αχ |Sz(r1)ẑ · S(rj ) × S(rk)|0⟩.

(9)

Putting this into Eq. (6) and focusing on terms in Eq. (9),
where j and k are connected to site 1 as corners of a triangle,
i.e., (j,k) = (2,3) or (4,5) in Fig. 1, we see indeed that S(q,ω)
has a piece which couples to the chirality fluctuation Sχ (q,ω)
given by Eq. (5) with a form factor given by

∑
⟨jk⟩ |2Dij/%t |2.

The remaining terms couple to correlators of the operator
S1 · Sj × Sk , where 1, j, k do not form triangles. These are
expected to contribute to a smooth background rather than
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I. INTRODUCTION

It has long been suspected that the spin-1/2 antiferromag-
netic Heisenberg model on the Kagome lattice may support a
spin-liquid ground state, i.e., a singlet ground state which has
no Neel order due to quantum fluctuations.1,2 Several years ago
the compound ZnCu3(OH)6Cl2 (called herbertsmithite), where
the Cu2+ ions form S = 1/2 local moments on a Kagome
lattice, was synthesized.3,4 Despite an exchange constant J
estimated to be ∼200 K, no magnetic order was detected
down to 30 mK. Recent neutron scattering shows that the
spin excitations are gapless and form a broad continuum.5

Thus herbertsmithite has emerged as a strong candidate for the
spin-liquid state. However, for reasons described below, much
remains unknown about this material and the connection with
theory is tenuous at best. There is thus a strong need for more
experimental probes to help establish the nature of this state
of matter.

Theoretically it has been proposed by Ran et al.6 based on
projected fermionic wave functions that the ground state is a
U(1) spin liquid, with spinons which exhibit a gapless Dirac
spectrum. On the other hand, recent DMRG calculations on
finite-size cylinders show strong evidence that the ground state
is a Z2 spin liquid, with a substantial triplet gap.7 However,
the nearest-neighbor Heisenberg model appears to be a very
delicate point, because a small ferromagnetic next-nearest-
neighbor exchange, J2 ≈ −0.01J , is sufficient to destabilize
the Z2 state.8 Meanwhile, more detailed projected wave-
function calculations show that the Dirac state is surprisingly
stable. Furthermore, the application of a couple of Lanczos
steps produces an energy quite competitive with the energy of
the Z2 state obtained by DMRG.9 Thus while there is general
agreement that this ground state is a spin liquid, the precise
nature of the spin liquid remains somewhat unsettled.

Experimentally it is known that about 15% of the Zn
(S = 0) ions which are located between the Kagome planes
are replaced by S = 1/2 Cu ions. It has been argued that
there is not much Zn substitution for Cu in the Kagome
planes,10 so that the disturbance of the Kagome structure may
be minimal. However, the low-energy excitations measured
by thermodynamic probes such as specific heat and spin

susceptibility may be dominated by the local moments between
planes. Furthermore, due to spin-orbit coupling, we expect
deviation from the Heisenberg model. To first order in the spin-
orbit coupling constant λ, we expect Dzyaloshinskii-Moriya
(DM) terms of the form

HDM =
∑

⟨ij⟩
Dij · Si × Sj , (1)

where the DM vector Dij is located on bond ⟨ij ⟩. Since Dij =
−Dji , the Dij vectors depend on the convention of the bond
orientation.11–14 For a given convention the DM vectors are
shown in Fig. 1. The out-of-plane DM term (Dz) has been
estimated to be about 8% of J . Due to the delicate nature of
the ground state of the Heisenberg model explained above, it
is not at all clear that the nearest-neighbor Heisenberg result
applies to the herbertsmithite.

The defining character of a quantum spin liquid is the
emergence of exotic particles such as spinons which carry
S = 1/2 and the associated gauge fields.15 In the U(1) spin
liquid, the gauge field is gapless, whereas in the Z2 spin liquid
the gauge field is gapped. The gauge field is defined by phase
aij of the spinon hopping matrix element teiaij on link ij . It is
a compact gauge field and the spin liquid corresponds to the
deconfined phase of the gauge field, so that the compactness
may be ignored in the long-wavelength limit and aij may
be replaced by a continuum field a(r). The gauge-invariant
quantities are the gauge field b = ∇ × a, which is in the ẑ
direction, and the gauge electric field e = −∇a0 + da

dt
, which

lies in the plane. The physical meaning of the magnetic flux
has been extensively discussed.16 If " is the flux through a
plaquette, sin " is one-half of the solid angle subtended by the
spins along the plaquette. For a three-site triangle, we have

sin " = 1
2 S1 · (S2 × S3). (2)

The quantity S1 · S2 × S3 is known as the scalar spin chirality.
Thus the fluctuation spectrum of the gauge magnetic field
is proportional to the fluctuation of the spin chirality. It is
highly desirable to measure this correlation function because
it gives information on the gauge fluctuation and can help to
distinguish different spin liquids. However, the measurement
of a correlation of a product of three spin operators is a daunting
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FIG. 1. (Color online) DM vectors on the Kagome lattice for
herbertsmithite. The arrow specifies the order of the operator Si × Sj

(adapted from Ref. 11). Dz is the z component, while D′ is the in-plane
component.

task. A method to measure the vector chirality S1 × S2 has
been suggested by Maleev,17 but it does not apply to scalar
chirality. Shastry and Shraiman18 have suggested measuring
chirality fluctuations using Raman scattering, but that provides
information only for very small q. A proposal to measure this
using resonant x-ray scattering has been made.19 However,
the energy resolution of this technique is currently limited to
20 meV or so, which is on the scale of J .

II. EFFECT OF THE DZYALOSHINSKII-MORIYA TERM

It turns out that in the Kagome lattice we can turn the DM
term to our advantage and achieve a simpler measurement of
the chirality correlation. The hint comes from a recent paper
by Savary and Balents,20 who pointed out that in a certain
pyrochore spin-ice material, the gauge field (in their case, the
electric field)21 is proportional to Sz and its fluctuation can
be directly measured by neutron scattering.22 This system is
treated in the strong spin-orbit coupling where J , rather than
spin S, is a good quantum number, but this work raises the
possibility of finding the same proportionality in the presence
of weak spin-orbit coupling. We find that it is indeed the case
for the Kagome lattice with the DM vectors shown in Fig. 1.
In the Kagome lattice each site is connected to two triangles.
Let us consider the site labeled 1. The total chirality through
the two attached triangles is

χ1 = S1 · S2 × S3 + S1 · S4 × S5. (3)

We use χ1(r) to denote this operator at the lattice position r .
Due to the DM term,

⟨S2 × S3⟩ = α D23,

⟨S4 × S5⟩ = α D45 = −α D54 = α D23, (4)

where α is a constant and the last step is by inspection of Fig. 1.
For |D23| ≪ J , we expect α ∼ 1

J
. The important point is the

contributions from the two triangles add and we find a linear
coupling between χ1 and S1 · D23. If we average over corners
of the triangle 123 and define χ̄ = 1

3 (χ1 + χ2 + χ3), it is clear
that the in-plane component of the D vectors cancel and a local
fluctuation in Sz(r,t) induces a local fluctuation in χ̄(r,t) with

a proportionality constant of (2αDz
23). This suggests that a

measurement of the ⟨Sz(r,t)Sz(0,0)⟩ correlation function will
contain a piece which is proportional to the chirality correlation
⟨χ̄ (r,t)χ̄(0)⟩. A more formal argument proceeds as follows.
Let |α⟩ and E(α) denote the exact eigenstates and energies
of the Hamiltonian H0 without the DM term and we perturb
in HDM. We are interested in a subset of the excited states,
denoted |αχ ⟩, which are connected to the ground state |0⟩
by the operator χ1, i.e., ⟨αχ |χ1|0⟩ ̸= 0. On the other hand,
the operator Sz(r) has no matrix element to these states, i.e.,
⟨αχ |Sz(r)|0⟩ = 0. The gauge magnetic field spectral function
is proportional to the chirality spectral function

Sχ (q,ω) =
∑

αχ

∫
d reiq·r⟨0|χ1(r)|αx⟩⟨αx |χ1(0)|0⟩

× δ(ω − E(αx) − E(0)). (5)

Now we include the DM term. The neutron scattering cross
section is proportional to

S(q,ω) =
∑

f

∫
d reiq·r⟨i|Sz(r)|f ⟩⟨f |Sz(0)|i⟩

× δ(ω − (Ef − Ei)), (6)

where |f ⟩ and E(f ) are the exact eigenstate and energy of
the total Hamiltonian. We now compute the correction to the
matrix element ⟨f |Sz|i⟩ to first order in HDM for state |fχ ⟩,
which derives from state |αχ ⟩, i.e.,

|fχ ⟩ = |αχ ⟩ +
∑

α ̸=αχ

⟨α|HDM|αχ ⟩
E(αχ ) − E(α)

|α⟩, (7)

and similarly for |i⟩. Since the zeroth-order term vanishes, we
find

⟨fχ |Sz(r)|i⟩ =
∑

α

[ ⟨αχ |HDM|α⟩⟨α|Sz(r)|0⟩
E(αχ ) − E(α)

+ ⟨αχ |Sz(r)|α⟩⟨α|HDM|0⟩
E(0) − E(α)

]
. (8)

Since |0⟩ and |αχ ⟩ are total spin singlets, we argue that by
choosing a different spin quantization axis, Sz can be rotated
to Sx in Eq. (8) and |α⟩ are spin triplet states. If the spin triplets
have a large gap %t , we may replace E(0) − E(α) in the second
term with −%t . If we are interested in low-energy modes of the
chirality fluctuations such that ω = E(αχ ) − E(0) ≪ E(α) −
E(0) ≈ %t , we may likewise replace that energy denominator
in the first term with −%t . Then the sum over |α⟩ can be done
and

⟨fχ |Sz(r1)|i⟩ = −
∑

jk

2Djk

%t

⟨αχ |Sz(r1)ẑ · S(rj ) × S(rk)|0⟩.

(9)

Putting this into Eq. (6) and focusing on terms in Eq. (9),
where j and k are connected to site 1 as corners of a triangle,
i.e., (j,k) = (2,3) or (4,5) in Fig. 1, we see indeed that S(q,ω)
has a piece which couples to the chirality fluctuation Sχ (q,ω)
given by Eq. (5) with a form factor given by

∑
⟨jk⟩ |2Dij/%t |2.

The remaining terms couple to correlators of the operator
S1 · Sj × Sk , where 1, j, k do not form triangles. These are
expected to contribute to a smooth background rather than
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In the theory of quantum spin liquid, gauge fluctuation is an emergent excitation at low energy. The gauge
magnetic field is proportional to the scalar spin chirality S1 · S2 × S3. It is therefore highly desirable to measure the
fluctuation spectrum of the scalar spin chirality. We show that in the Kagome lattice with a Dzyaloshinskii-Moriya
term, the fluctuation in Sz, which is readily measured by neutron scattering, contains a piece which is proportional
to the chirality fluctuation.
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I. INTRODUCTION

It has long been suspected that the spin-1/2 antiferromag-
netic Heisenberg model on the Kagome lattice may support a
spin-liquid ground state, i.e., a singlet ground state which has
no Neel order due to quantum fluctuations.1,2 Several years ago
the compound ZnCu3(OH)6Cl2 (called herbertsmithite), where
the Cu2+ ions form S = 1/2 local moments on a Kagome
lattice, was synthesized.3,4 Despite an exchange constant J
estimated to be ∼200 K, no magnetic order was detected
down to 30 mK. Recent neutron scattering shows that the
spin excitations are gapless and form a broad continuum.5

Thus herbertsmithite has emerged as a strong candidate for the
spin-liquid state. However, for reasons described below, much
remains unknown about this material and the connection with
theory is tenuous at best. There is thus a strong need for more
experimental probes to help establish the nature of this state
of matter.

Theoretically it has been proposed by Ran et al.6 based on
projected fermionic wave functions that the ground state is a
U(1) spin liquid, with spinons which exhibit a gapless Dirac
spectrum. On the other hand, recent DMRG calculations on
finite-size cylinders show strong evidence that the ground state
is a Z2 spin liquid, with a substantial triplet gap.7 However,
the nearest-neighbor Heisenberg model appears to be a very
delicate point, because a small ferromagnetic next-nearest-
neighbor exchange, J2 ≈ −0.01J , is sufficient to destabilize
the Z2 state.8 Meanwhile, more detailed projected wave-
function calculations show that the Dirac state is surprisingly
stable. Furthermore, the application of a couple of Lanczos
steps produces an energy quite competitive with the energy of
the Z2 state obtained by DMRG.9 Thus while there is general
agreement that this ground state is a spin liquid, the precise
nature of the spin liquid remains somewhat unsettled.

Experimentally it is known that about 15% of the Zn
(S = 0) ions which are located between the Kagome planes
are replaced by S = 1/2 Cu ions. It has been argued that
there is not much Zn substitution for Cu in the Kagome
planes,10 so that the disturbance of the Kagome structure may
be minimal. However, the low-energy excitations measured
by thermodynamic probes such as specific heat and spin

susceptibility may be dominated by the local moments between
planes. Furthermore, due to spin-orbit coupling, we expect
deviation from the Heisenberg model. To first order in the spin-
orbit coupling constant λ, we expect Dzyaloshinskii-Moriya
(DM) terms of the form

HDM =
∑

⟨ij⟩
Dij · Si × Sj , (1)

where the DM vector Dij is located on bond ⟨ij ⟩. Since Dij =
−Dji , the Dij vectors depend on the convention of the bond
orientation.11–14 For a given convention the DM vectors are
shown in Fig. 1. The out-of-plane DM term (Dz) has been
estimated to be about 8% of J . Due to the delicate nature of
the ground state of the Heisenberg model explained above, it
is not at all clear that the nearest-neighbor Heisenberg result
applies to the herbertsmithite.

The defining character of a quantum spin liquid is the
emergence of exotic particles such as spinons which carry
S = 1/2 and the associated gauge fields.15 In the U(1) spin
liquid, the gauge field is gapless, whereas in the Z2 spin liquid
the gauge field is gapped. The gauge field is defined by phase
aij of the spinon hopping matrix element teiaij on link ij . It is
a compact gauge field and the spin liquid corresponds to the
deconfined phase of the gauge field, so that the compactness
may be ignored in the long-wavelength limit and aij may
be replaced by a continuum field a(r). The gauge-invariant
quantities are the gauge field b = ∇ × a, which is in the ẑ
direction, and the gauge electric field e = −∇a0 + da

dt
, which

lies in the plane. The physical meaning of the magnetic flux
has been extensively discussed.16 If " is the flux through a
plaquette, sin " is one-half of the solid angle subtended by the
spins along the plaquette. For a three-site triangle, we have

sin " = 1
2 S1 · (S2 × S3). (2)

The quantity S1 · S2 × S3 is known as the scalar spin chirality.
Thus the fluctuation spectrum of the gauge magnetic field
is proportional to the fluctuation of the spin chirality. It is
highly desirable to measure this correlation function because
it gives information on the gauge fluctuation and can help to
distinguish different spin liquids. However, the measurement
of a correlation of a product of three spin operators is a daunting
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and emergent Lorentz force  

Topological thermal Hall e↵ect for topological excitations in spin liquid:
Emergent Lorentz force on the spinons
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We study the origin of Lorentz force on the spinons in a U(1) spin liquid. We are inspired by
the previous observation of gauge field correlation in the pairwise spin correlation using the neutron
scattering measurement when the Dzyaloshinskii-Moriya interaction intertwines with the lattice
geometry. We extend this observation to the Lorentz force that exerts on the (neutral) spinons. The
external magnetic field, that polarizes the spins, e↵ectively generates an internal U(1) gauge flux
for the spinons and twists the spinon motion through the Dzyaloshinskii-Moriya interaction. Such a
mechanism for the emergent Lorentz force di↵ers fundamentally from the induction of the internal
U(1) gauge flux in the weak Mott insulating regime from the charge fluctuations. We apply this
understanding to the specific case of spinon metals on the kagome lattice. Our suggestion of emergent
Lorentz force generation and the resulting topological thermal Hall e↵ect may apply broadly to other
non-centrosymmetric spin liquids with Dzyaloshinskii-Moriya interaction. We discuss the relevance
with the thermal Hall transport in kagome materials volborthite and kapellasite.

Quantum spin liquid (QSL) is an exotic quantum state
of matter in which spins are highly entangled quantum
mechanically and remain disordered down to zero tem-
perature [1–3]. Experimental identification of QSLs is of
fundamental importance for our understanding of quan-
tum matter. Thermal transport represents one sensitive
experimental probe to unveil the nature of low-energy
itinerant excitations, because other localized degrees of
freedom, such as nuclear spins and defects, do not carry
nor transport heat. Any heat current in a Mott insulator
must be carried by the emergent and neutral quasipar-
ticles [4, 5]. In the QSL regime, the deconfined spinons
transport heat in the same way that the physical elec-
trons carry charge in an electrical conductor. However,
a major di�culty is that other excitations, most notably
phonons, may get involved in the longitudinal thermal
conductivity [6–14]. The quantitative contribution of
spin excitations may be di�cult to be extracted from the
total longitudinal thermal conductivity due to the spin-
phonon interaction, which is suggested to be present in
many materials, especially in the ones with strong spin-
orbit coupling. Thus, thermal Hall e↵ect may be a more
suitable probe to unveil the exotic excitations in QSLs
since phonons do not usually contribute to thermal Hall
transport.

There are three ways that thermal Hall e↵ect may be-
come signicant in a QSL. First, if the QSL is a two-
dimensional chiral spin liquid, there would be chiral edge
states that contribute a quantized thermal Hall response.
Second, if the external magnetic field comes to mod-
ify the spinon bands such that the reconstructed spinon
band develops edge states, the system would produce
a quantized thermal Hall e↵ect. A well-known exam-
ple is the quantized thermal Hall e↵ect in the Kitaev
model [15] where the external field generates a Chern

band for majorana spinons via high-order perturbations.
This case may be not quite distinct from the first one
except the first one is already a chiral spin liquid with-
out magnetic field. The third case is when the gauge
field of the QSLs is continuous. This includes, for ex-
ample, spinon Fermi surface U(1) QSL [16–21], U(1)
Dirac QSL [22–24], and pyrochlore ice U(1) QSL [25–
28]. For the spinon Fermi surface U(1) QSL that was
proposed for the weak Mott insulating organic materi-
als -(ET)2Cu2(CN)3 and EtMe3Sb[Pd(dmit)2]2, it was
suggested [18, 29] that the external magnetic field could
induce an internal U(1) gauge flux through the strong
charge fluctuation or the four-spin ring exchange (due
to the proximity to a Mott transition) [16]. From this
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FIG. 1. (a) Symmetry allowed Dzyaloshinskii-Moriya inter-
actions between first neighbors on the kagome lattice, where
Dz (Dk) is the z (in-plane) component. The black arrows on
the bonds specify the order of the cross product Si⇥Sj . The
sublattices are labelled by colors. (b) Schematic view of scalar
spin chirality for a non-collinear spin configuration, where �
is the corresponding gauge flux through the plaquette and ⌦
is the solid angle subtended by the three spins. (c) Internal
U(1) flux distribution induced on the kagome lattice.
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mechanism, the neutral spinons could experience the ex-
ternal field and contribute to the thermal Hall e↵ect [30],
and a fundamentally di↵erent mechanism is required to
understand the thermal Hall e↵ects in this regime. Ap-
parently, thermal Hall e↵ects have been observed in the
kagome magnets volborthite Cu3V2O7(OH)2 · 2H2O [31]
and kapellasite CaCu3(OH)6Cl2·0.6H2O [32], and the
pyrochlore spin ice Tb2Ti2O7 [33]. In this Letter, we
develop a theory of the topological thermal Hall e↵ect
(TTHE) for U(1) QSLs with spinon Fermi surfaces in
the strong Mott regime. We will explain the emergent
Lorentz force generation and TTHE for the pyrochlore
ice U(1) QSL in a forthcoming paper. In the end of this
Letter, we discuss the open questions in this topic.

In the strong Mott insulating U(1) QSLs, the spinons
carry emergent U(1) gauge charges and are minimally
coupled to the U(1) gauge field as the spinons hop on
the lattice. To twist the spinon motion, the external
magnetic field has to influence the internal U(1) gauge
field and then indirectly impacts on the spinon motion.
In the strong Mott regime, the magnetic field couples
to the spin through the usual Zeeman coupling. The
internal U(1) gauge flux is related to the scalar spin chi-
rality, Si · (Sj ⇥ Sk), that involves three spins [34–36].
It is not obvious how the linear Zeeman coupling enters
to modify the three-spin scalar chirality in a disordered
system, although both terms break the time reversal. A
crucial observation was made by Patrick Lee and Naoto
Nagaosa in the proposal [37] of detecting gauge fields
or scalar spin chirality fluctuations using neutron scat-
tering. They noticed that, with Dzyaloshinskii-Moriya
interaction, the Sz-Sz correlator contains a piece of the
correlator of scalar spin chirality. Although their obser-
vation was originally made for neutron scattering, it also
establishes the microscopic link between the Zeeman cou-
pling and the scalar spin chirality. In the following, we
implement this observation to understand the TTHE in
QSLs.

In Mott insulators where the bond centers are not in-
version centers, the Dzyaloshinskii-Moriya interaction is
generally allowed [38, 39]. This is a relativistic e↵ect and
is more important in the strong spin-orbit-coupled sys-
tems such as the hyperkagome material Na4Ir3O8 [40].
A representative spin model in the strong Mott insulator
has the form,

H =
X

i,j

JijSi · Sj +
X

i,j

Dij · Si ⇥ Sj �
X

i

BSz
i , (1)

where the direction of Dij is determined by the lattice
symmetry from the Moriya’s rule [39], and the field is
applied along z direction. For the kagome lattice that
is used below as an example to illustrate our thought,
the Dzyaloshinskii-Moriya vector for nearest neighbors
can have two components [41, 42] with one normal to
the kagome plane and the other in the kagome plane (see
Fig. 1(a)). This Hamiltonian with variant exchange cou-

plings on neighboring bonds has been proposed for sev-
eral kagome materials where spinon Fermi surface QSLs
were suggested for some materials [31, 43]. It has been
estimated that the out-of-plane Dzyaloshinskii-Moriya
term (Dz) is about 8% of the nearest-neighbor Heisen-
berg exchange for herbertsmithite [44]. Our purpose is
not to solve for the ground state of a specific Hamiltonian.
We assume that the system stabilizes a U(1) QSL with
a spinon Fermi surface and explain how the spinons ac-
quire an emergent Lorentz force from the Dzyaloshinskii-
Moriya interaction.
For the spinon Fermi surface U(1) QSL, the spinon-

gauge coupling is described by the following Lagrangian,

L =
X

i

f†
i�(@⌧ � ia0i � µ)fi� �

X

hiji

t eiaijf†
i�fj�

+

Z

dr

X

µ

1

g
(✏µ⌫�@⌫a�)

2, (2)

where the first line describes the spinon hopping on a
kagome lattice and minimally coupled to the dynamical
U(1) gauge field a, and the second line describes the fluc-
tuation of a. The combined e↵ect of the Dzyaloshinskii-
Moriya interaction and Zeeman coupling has not been
included at this stage. The connection between the emer-
gent spinon-gauge variables and the spin variables is es-
tablished from the usual Abrikovsov fermion construction
with Si ⌘ 1

2f
†
i↵�↵�fi� (↵,� =", #) and the Hilbert space

constraint
P

� f
†
i�fi� ⌘ 1. As a standard procedure, the

above spin-gauge coupling can be readily obtained by in-
troducing the gauge fluctuation to the mean-field ansatz
that generates the spinon Fermi surface state [16, 17, 19].
From Elitzur’s theorem, only gauge invariant variables
are related to the physical spins. The scalar spin chiral-
ity is related to the emergent U(1) gauge flux � via (see
Fig. 1(b))

sin� =
1

2
S1 · S2 ⇥ S3, (3)

where the plaquette for the flux is defined by connecting
the three spins.
For this U(1) QSL, we show below that the

Dzyaloshinskii-Moriya interaction and Zeeman coupling
together could generate a gauge flux distribution on the
kagome lattice. The Dzyaloshinskii-Moriya interaction in
the spin Hamiltonian generates a finite vector spin chiral-
ity hSi ⇥Sji. This immediately suggests the linear rela-
tionship between the scalar spin chirality and the vector
spin operator. The Zeeman coupling generates a finite
spin polarization. Thus, we have a finite scalar spin chi-
rality on the lattice. To be specific, for the kagome lattice
in Fig. 1, we have

hS2 ⇥ S3i = hS4 ⇥ S5i = �D23 = �D45, (4)

where � is a proportionality constant with � ⇠ O(J�1),
and J would be the largest exchange coupling. It is

The combination of Zeeman coupling and DMI generates  
an internal U(1) gauge flux distribution.  

This provides a way to control emergent D.O.F. with external probes.

hSi ⇥ Sj · Ski ⇠ hSi ⇥ Sji · hSki 6= 0
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3

ready to see the linear relation between Si · Sj ⇥ Sk and
Si ·Djk. Since we apply the magnetic field along z
direction, one then establishes hsin�i ' 1

2�DzhSzi =
1
2�Dz�B, where � is the flux defined on the elemen-
tary triangular plaquette of the kagome lattice and �
is the magnetic susceptibility. For the spinon Fermi
surface QSL, � is a constant. From the signs of the
Dzyaloshinskii-Moriya interaction, we conclude that the
induced internal U(1) fluxes by the external magnetic
field on both the up triangle and the down triangle are
equal and denoted as �. The orientation of the flux loop
is depicted in Fig. 1(c). Moreover, the flux through the
hexagon is determined by fluxes in its six neighboring tri-
angles. One can readily verify it equals �2� if adopting
the anticlockwise loop convention in Fig. 1(c).

We have demonstrated that the external magnetic field
induces an internal U(1) gauge flux through the combina-
tion of Zeeman coupling and Dzyaloshinskii-Moriya inter-
action for a strong Mott insulator QSL. This U(1) gauge
flux generation di↵ers fundamentally from the induction
of the internal U(1) gauge flux from the charge fluctua-
tions in a weak Mott insulator QSL. The spinon motion
will be twisted by the induced internal U(1) gauge flux.
This emergent Lorentz force on the spinons generates a
topological thermal Hall e↵ect (TTHE) of the spinons.
Our notion of “TTHE” is analogous to the “topological
Hall e↵ect” for itinerant magnets with non-collinear spin
configurations such as skyrmion lattices that create a fi-
nite scalar spin chirality and e↵ective U(1) gauge flux for
the conduction electrons [45, 46].

In the standard linear response theory to an exter-
nal magnetic field, the field enters as a perturbation.
For the temperature gradient, however, the Hamiltonian
stays invariant while the distribution function e��H is
modified [47], thus the theoretical treatment requires
some care. This di�culty is overcome by the intro-
duction of a fictitious pseudogravitational potential as
shown by Luttinger [48]. The temperature gradient is
defined by T (r) = T0[1� ⌘(r)] with a constant T0 and a
space-dependent small parameter ⌘(r), that can be re-
garded as a space-dependent prefactor to the Hamilto-
nian, e�H/[kBT (r)] ' e�(1+⌘(r))H/(kBT0). Then, ⌘(r)H is
regarded as a perturbation to the Hamiltonian from the
temperature gradient. We can incorporate the tempera-
ture gradient into the Hamiltonian as a perturbation by
using the psedogravitional potential. Further, we assume
⌘(r) to be linear in the position and expand the response
in terms of r⌘(r) since we are interested in the linear
response. The energy current density can then be de-
rived as follows, jEµ (r) = jE0µ(r) + jE1µ(r), where jE0µ(r)
is independent of r⌘(r) and jE1µ(r) is linear in r⌘(r).
They both contribute to the thermal transport coe�-
cients. Ref. 47 derived the thermal Hall conductivity
for a noninteracting spinless boson Hamiltonian and was
often used in the literature. Since we are dealing with
fermionic spinons, so we adopt the result from Ref. 49
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where a thermal Hall conductivity formula for a general
noninteracting fermionic system with a nonzero chemical
potential µ was obtained as

xy = � 1
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Here f(✏, µ, T ) = 1/[e�(✏�µ) + 1] is the Fermi-Dirac dis-
tribution and �xy(✏) = �P

k,�,⇠n,k<✏ ⌦n,k,� is the zero
temperature anomalous Hall coe�cient for a sys-
tem with the chemical potential ✏. ⌦nk� is the
Berry curvature for the fermions and is defined as
⌦nk� = �2Imh@unk�/@kx|@unk�/@kyi with eigenstate
|unk�i for band indexed by n and the spin �. Eq. (5)
indicates that the thermal Hall conductivity is directly
related to the Berry curvature in momentum space and a
finite Berry curvature is necessarily required to generate
xy. We show below that the magnetic field induced in-
ternal U(1) gauge flux generates a finite Berry curvature
and use Eq. (5) as our basis to calculate thermal Hall
conductivity for the spinon metal in a U(1) QSL.
To describe the TTHE in the spinon metal, we con-

sider a mean-field Hamiltonian for the spinon metal in
the external magnetic field without including the U(1)
gauge fluctuations of Eq. (2), HMF = �P
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ready to see the linear relation between Si · Sj ⇥ Sk and
Si ·Djk. Since we apply the magnetic field along z
direction, one then establishes hsin�i ' 1

2�DzhSzi =
1
2�Dz�B, where � is the flux defined on the elemen-
tary triangular plaquette of the kagome lattice and �
is the magnetic susceptibility. For the spinon Fermi
surface QSL, � is a constant. From the signs of the
Dzyaloshinskii-Moriya interaction, we conclude that the
induced internal U(1) fluxes by the external magnetic
field on both the up triangle and the down triangle are
equal and denoted as �. The orientation of the flux loop
is depicted in Fig. 1(c). Moreover, the flux through the
hexagon is determined by fluxes in its six neighboring tri-
angles. One can readily verify it equals �2� if adopting
the anticlockwise loop convention in Fig. 1(c).

We have demonstrated that the external magnetic field
induces an internal U(1) gauge flux through the combina-
tion of Zeeman coupling and Dzyaloshinskii-Moriya inter-
action for a strong Mott insulator QSL. This U(1) gauge
flux generation di↵ers fundamentally from the induction
of the internal U(1) gauge flux from the charge fluctua-
tions in a weak Mott insulator QSL. The spinon motion
will be twisted by the induced internal U(1) gauge flux.
This emergent Lorentz force on the spinons generates a
topological thermal Hall e↵ect (TTHE) of the spinons.
Our notion of “TTHE” is analogous to the “topological
Hall e↵ect” for itinerant magnets with non-collinear spin
configurations such as skyrmion lattices that create a fi-
nite scalar spin chirality and e↵ective U(1) gauge flux for
the conduction electrons [45, 46].

In the standard linear response theory to an exter-
nal magnetic field, the field enters as a perturbation.
For the temperature gradient, however, the Hamiltonian
stays invariant while the distribution function e��H is
modified [47], thus the theoretical treatment requires
some care. This di�culty is overcome by the intro-
duction of a fictitious pseudogravitational potential as
shown by Luttinger [48]. The temperature gradient is
defined by T (r) = T0[1� ⌘(r)] with a constant T0 and a
space-dependent small parameter ⌘(r), that can be re-
garded as a space-dependent prefactor to the Hamilto-
nian, e�H/[kBT (r)] ' e�(1+⌘(r))H/(kBT0). Then, ⌘(r)H is
regarded as a perturbation to the Hamiltonian from the
temperature gradient. We can incorporate the tempera-
ture gradient into the Hamiltonian as a perturbation by
using the psedogravitional potential. Further, we assume
⌘(r) to be linear in the position and expand the response
in terms of r⌘(r) since we are interested in the linear
response. The energy current density can then be de-
rived as follows, jEµ (r) = jE0µ(r) + jE1µ(r), where jE0µ(r)
is independent of r⌘(r) and jE1µ(r) is linear in r⌘(r).
They both contribute to the thermal transport coe�-
cients. Ref. 47 derived the thermal Hall conductivity
for a noninteracting spinless boson Hamiltonian and was
often used in the literature. Since we are dealing with
fermionic spinons, so we adopt the result from Ref. 49
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where a thermal Hall conductivity formula for a general
noninteracting fermionic system with a nonzero chemical
potential µ was obtained as

xy = � 1
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Here f(✏, µ, T ) = 1/[e�(✏�µ) + 1] is the Fermi-Dirac dis-
tribution and �xy(✏) = �P

k,�,⇠n,k<✏ ⌦n,k,� is the zero
temperature anomalous Hall coe�cient for a sys-
tem with the chemical potential ✏. ⌦nk� is the
Berry curvature for the fermions and is defined as
⌦nk� = �2Imh@unk�/@kx|@unk�/@kyi with eigenstate
|unk�i for band indexed by n and the spin �. Eq. (5)
indicates that the thermal Hall conductivity is directly
related to the Berry curvature in momentum space and a
finite Berry curvature is necessarily required to generate
xy. We show below that the magnetic field induced in-
ternal U(1) gauge flux generates a finite Berry curvature
and use Eq. (5) as our basis to calculate thermal Hall
conductivity for the spinon metal in a U(1) QSL.
To describe the TTHE in the spinon metal, we con-

sider a mean-field Hamiltonian for the spinon metal in
the external magnetic field without including the U(1)
gauge fluctuations of Eq. (2), HMF = �P
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FIG. 3. (a) The dependence on the induced internal flux �
of the thermal Hall conductivity at several temperatures. (b)
The thermal Hall conductivity as a function of temperature.

teraction is not included here. This free-spinon mean-
field Hamiltonian simply describes a QSL with a large
spinon Fermi surface in the weak magnetic field. As we
have explained above, the combination of the microscopic
Dzyaloshinskii-Moriya interaction and Zeeman coupling
induces an internal U(1) gauge flux distribution on the
kagome plane. To capture this flux pattern in Fig. 1, we
modify the spinon mean-field Hamiltonian by adding the
U(1) gauge potential with

HMF[�] = �t
X

hiji

[e�i�/3f†
i�fj� + h.c.]� µ

X

i

f†
i�fi�
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f†
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�z
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2
fi� , (6)

where we have fixed the gauge by setting the U(1) gauge
field haiji = �/3 for all the nearest-neighbor spinon hop-
ping in the anticlockwise manner. The net flux in each
unit cell is zero (see Fig. 2(a)), so the translation sym-
metry of the spinons is not realized projectively.

Without the internal U(1) gauge flux, the spinon
Hamiltonian HMF is real, and one can always choose the
eigenvector |unk�i to be real unless there is a band degen-
eracy, which immediately gives ⌦nk� = 0. With the in-
ternal U(1) gauge flux, the spinon Hamiltonian in Eq. (6)
is complex and we expect a finite Berry curvature. Indeed
as we plot in Fig. 2 for the specific choices of fluxes, the in-
ternal U(1) gauge flux reconstructs the spinon bands and
creates the Berry curvatures of the spinon bands. The
induced flux eliminates the band touching at � point be-
tween the upper two bands and the Dirac band touching
K point between the lower two bands. The Zeeman cou-
pling further splits the spinon bands with up and down
spins. Berry curvatures are enhanced at K point for the
lower two bands and along the Brillouin zone boundary
for the highest bands.

We calculate the thermal Hall conductivity for our
TTHE based on the spinon mean-field Hamiltonian
Eq. (6) using the formula Eq. (5) by varying the flux and
the temperature. The results are depicted in Fig. 3. The
thermal Hall conductivity xy vanishes at zero flux (i.e.

at zero field) and increases monotonously with a finite
flux � in the zero flux limit. Due to the spinon Fermi sur-
face, xy/T becomes a constant in the zero temperature
limit [50]. The non-monotonic temperature dependence
appears at finite temperatures. At very high tempera-
tures, xy/T should certainly vanish because the spinons
are almost equally populated and the summation of Berry
curvatures of all bands vanishes. At very low tempera-
tures, the spinon chemical potential decreases as T in-
creases. In this limit, xy/T can be approximated as the
summation of Berry curvature of spinon bands with en-
ergies below the chemical potential [51]. As the chemical
potential sits on the middle band, and the Berry cur-
vatures of the lowest and middle bands are of opposite
sign, the Berry curvature cancellation from two lowest
bands becomes less, thus we would expect an increase of
xy/T as T increases. This explains the non-monotonic
temperature dependence.
Discussion—In summary, we have proposed a physical

mechanism of the emergent Lorentz force on spinons and
established the resulting TTHE in QSLs. We applied
this understanding to the specific cases of spinon met-
als in kagome lattice and calculated the TTHE. It o↵ers
a new perspective to understand the origin of thermal
Hall e↵ect of QSLs in strong Mott regime and can be
related to the clear thermal Hall signal observed recently
in kagome materials volborthite and kapellasite [31, 32],
since the main feature of the experimental xy in the
QSL region (such as non-monotonic temperature depen-
dence) are consistent with our theoretical result. The
opposite signs of the thermal Hall conductivities in vol-
borthite and kapellasite could arise from the opposite
signs of the Dzyaloshinskii-Moriya interaction that in-
duces the internal U(1) fluxes with opposite signs. Our
theory can apply broadly to other non-centrosymmetric
QSLs with Dzyaloshinskii-Moriya interaction and QSLs
with bosonic spinons. Our understanding based on the
emergent Lorentz force and/or the induced internal U(1)
gauge flux through Dzyaloshinskii-Moriya interaction dif-
fers from the calculation using the bosonic spinon and
Schwinger boson mean-field theory for gapped QSLs by
Ref. [32] for kagome kapellasite and more recently in
Ref. [52] for the square lattice.
Broadly speaking, thermal transport in Mott in-

sulators is an interesting direction in quantum mag-
netism [30]. In the high temperature paramagnet, the
high temperature series expansion can be applied. In
the intermediate temperature regime where the correla-
tion deleveps but there is no quasiparticle description
yet, the thermal transport of these “no-particles” is an
open subject in the field. The thermal transport on the
pyrochlore ice material Tb2Ti2O7 remains to be under-
stood. In the very low temperature, various quasiparticle
descriptions may emerge. For ordered magnets, magnons
would be the energy carriers. The study of magnon
Berry curvature has proved successful in the thermal Hall
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ready to see the linear relation between Si · Sj ⇥ Sk and
Si ·Djk. Since we apply the magnetic field along z
direction, one then establishes hsin�i ' 1

2�DzhSzi =
1
2�Dz�B, where � is the flux defined on the elemen-
tary triangular plaquette of the kagome lattice and �
is the magnetic susceptibility. For the spinon Fermi
surface QSL, � is a constant. From the signs of the
Dzyaloshinskii-Moriya interaction, we conclude that the
induced internal U(1) fluxes by the external magnetic
field on both the up triangle and the down triangle are
equal and denoted as �. The orientation of the flux loop
is depicted in Fig. 1(c). Moreover, the flux through the
hexagon is determined by fluxes in its six neighboring tri-
angles. One can readily verify it equals �2� if adopting
the anticlockwise loop convention in Fig. 1(c).

We have demonstrated that the external magnetic field
induces an internal U(1) gauge flux through the combina-
tion of Zeeman coupling and Dzyaloshinskii-Moriya inter-
action for a strong Mott insulator QSL. This U(1) gauge
flux generation di↵ers fundamentally from the induction
of the internal U(1) gauge flux from the charge fluctua-
tions in a weak Mott insulator QSL. The spinon motion
will be twisted by the induced internal U(1) gauge flux.
This emergent Lorentz force on the spinons generates a
topological thermal Hall e↵ect (TTHE) of the spinons.
Our notion of “TTHE” is analogous to the “topological
Hall e↵ect” for itinerant magnets with non-collinear spin
configurations such as skyrmion lattices that create a fi-
nite scalar spin chirality and e↵ective U(1) gauge flux for
the conduction electrons [45, 46].

In the standard linear response theory to an exter-
nal magnetic field, the field enters as a perturbation.
For the temperature gradient, however, the Hamiltonian
stays invariant while the distribution function e��H is
modified [47], thus the theoretical treatment requires
some care. This di�culty is overcome by the intro-
duction of a fictitious pseudogravitational potential as
shown by Luttinger [48]. The temperature gradient is
defined by T (r) = T0[1� ⌘(r)] with a constant T0 and a
space-dependent small parameter ⌘(r), that can be re-
garded as a space-dependent prefactor to the Hamilto-
nian, e�H/[kBT (r)] ' e�(1+⌘(r))H/(kBT0). Then, ⌘(r)H is
regarded as a perturbation to the Hamiltonian from the
temperature gradient. We can incorporate the tempera-
ture gradient into the Hamiltonian as a perturbation by
using the psedogravitional potential. Further, we assume
⌘(r) to be linear in the position and expand the response
in terms of r⌘(r) since we are interested in the linear
response. The energy current density can then be de-
rived as follows, jEµ (r) = jE0µ(r) + jE1µ(r), where jE0µ(r)
is independent of r⌘(r) and jE1µ(r) is linear in r⌘(r).
They both contribute to the thermal transport coe�-
cients. Ref. 47 derived the thermal Hall conductivity
for a noninteracting spinless boson Hamiltonian and was
often used in the literature. Since we are dealing with
fermionic spinons, so we adopt the result from Ref. 49
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where a thermal Hall conductivity formula for a general
noninteracting fermionic system with a nonzero chemical
potential µ was obtained as

xy = � 1
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Here f(✏, µ, T ) = 1/[e�(✏�µ) + 1] is the Fermi-Dirac dis-
tribution and �xy(✏) = �P

k,�,⇠n,k<✏ ⌦n,k,� is the zero
temperature anomalous Hall coe�cient for a sys-
tem with the chemical potential ✏. ⌦nk� is the
Berry curvature for the fermions and is defined as
⌦nk� = �2Imh@unk�/@kx|@unk�/@kyi with eigenstate
|unk�i for band indexed by n and the spin �. Eq. (5)
indicates that the thermal Hall conductivity is directly
related to the Berry curvature in momentum space and a
finite Berry curvature is necessarily required to generate
xy. We show below that the magnetic field induced in-
ternal U(1) gauge flux generates a finite Berry curvature
and use Eq. (5) as our basis to calculate thermal Hall
conductivity for the spinon metal in a U(1) QSL.
To describe the TTHE in the spinon metal, we con-

sider a mean-field Hamiltonian for the spinon metal in
the external magnetic field without including the U(1)
gauge fluctuations of Eq. (2), HMF = �P
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effect on the elementary excitations producing the thermal
Hall signal. A change in magnetic structure below T! has
also been inferred at 6 T from the change in slope of the
magnetization [23] that may be related to the disappearance
of κxyðBÞ above 6 T.
From the linear fit for κxyðBÞ [the straight lines in

Fig. 2(b)], we estimated the slope κxy=B at each temper-
ature and plotted the temperature dependence of κxy=TB
(filled symbols in Fig. 3). Below T!, we estimated κxy=TB
from κxy at 15 T (open symbols in Fig. 3). We note that
κxy=TB data below T! are shown for reference owing to the
nonlinear field dependence of κxy. Clarifying κxy below T!,
which requires the detail of the magnetic order, remains as a
future work as discussed later. We find that κxy=TB for both
Ca kapellasite samples exhibit virtually the same temper-
ature dependence. The magnitudes of κxy for both differ by
a factor of ∼2, which is mostly attributed to the ambiguity
in the estimation of the sample geometry (see the SM [30]

for more details). As seen in Fig. 3, κxy=TB increases as the
temperature is lowered, then peaks at ∼20 K followed by a
rapid decrease to zero below T!. This temperature depend-
ence, in particular the peak in jκxy=TBj, is almost the same
with that of volborthite. Remarkably, the absolute value
of κxy=TB of Ca kapellasite is also similar to that of
volborthite, whereas κxx of Ca kapellasite is about one order
of magnitude smaller than that of volborthite. Because κxx
is dominated by phonons in this temperature range, similar
jκxy=TBj magnitudes in these kagome compounds with
different κxx magnitudes suggests that the thermal Hall
effect does not come from phonons [46]. Given almost the
same magnitude for the effective spin interaction energy
J=kB ∼ 60 K of the two compounds, similar κxy=TB
implies the presence of a common thermal Hall effect
from spin excitations of the kagome antiferromagnets.
To investigate the origin of κxy, we have simulated

κxy adopting the SBMFT [49] for KHA with the
Dzyaloshinskii-Moriya (DM) interaction, which reads

H ¼ 1

2

X

hi;ji
ðJSi · Sj þDijSi × Sj · ẑÞ − gμB

X

i

B · Si; ð1Þ

where Dij is the DM interaction, g the g factor, μB the Bohr
magneton, and the direction of the magnetic field B aligns
with the z axis. The sign of Dij is assumed to be positive if
i → j is in a clockwise direction from the center of each
triangle plaquette in the kagome lattice, and we define
Dij ¼ −Dji ¼ D. SBMFT has been employed to study the
possible spin-liquid ground states and the excitations of
quantum antiferromagnets [2,3,7,8,49–53]. In the SBMFT
framework, spin is expressed by a pair of bosons ðbi↑; bi↓Þ
as Si ¼ 1

2

P
α;β¼↑;↓b

†
iασαβbiβ, where σ is the Pauli matrices.

We decouple the Hamiltonian by taking a mean-field value
of the bond operator χij ¼ hb†iσbjσi and diagonalize it to
find the energy bands. Because of the nature of the DM
interaction, χij is a complex number, and therefore the
energy bands are gapped. Each band now carries a different
Berry flux, and this is directly related to the thermal Hall
conductivity through the relation [38,39]:

κSBMF
xy ¼ −

k2BT
ℏNt

X

k;n;σ

!
c2

"
nB

#
Enkσ

kBT

$%
−
π2

3

&
Ωknσ; ð2Þ

where c2 is a distribution function of the Schwinger
bosons, nB the Bose-Einstein distribution function, Eknσ
the energy eigenvalue, and Ωknσ the Berry curvature (see
the SM [30] for details). Equation (2) can be expressed as
κSBMF
xy =T ¼ ðk2B=ℏÞfSBMFðkBT=J;D=J; gμBB=JÞ, where
fSBMF is a dimensionless function. Given that κxy is an
odd function of both D and B, one has the approximation
κSBMF
xy =T ¼ ðk2B=ℏÞðD=JÞðgμBB=JÞf̃SBMFðkBT=JÞ when
both D and gμBB are smaller than J.

(a) (b)

FIG. 2. The field dependence (a) of the transverse temperature
difference ΔTyðBÞ and (b) of κxyðBÞ. Solid lines in (b) represent
linear fits. The field dependence of κxyðBÞ at other temperatures is
shown in the SM [30].

FIG. 3. The temperature dependence of κxy=TB of Ca kapella-
site (samples No. 1 and No. 2) and that of volborthite [41]. The
filled (open) symbols represent data estimated by the linear fit
of κxy (data at 15 T). The data of volborthite are taken from
Ref. [41]. The error bars correspond to one standard deviation and
are of the same order as the size of the symbol or smaller for data
of Ca kapellasite.
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FIG. 3. (a) The dependence on the induced internal flux �
of the thermal Hall conductivity at several temperatures. (b)
The thermal Hall conductivity as a function of temperature.

teraction is not included here. This free-spinon mean-
field Hamiltonian simply describes a QSL with a large
spinon Fermi surface in the weak magnetic field. As we
have explained above, the combination of the microscopic
Dzyaloshinskii-Moriya interaction and Zeeman coupling
induces an internal U(1) gauge flux distribution on the
kagome plane. To capture this flux pattern in Fig. 1, we
modify the spinon mean-field Hamiltonian by adding the
U(1) gauge potential with
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where we have fixed the gauge by setting the U(1) gauge
field haiji = �/3 for all the nearest-neighbor spinon hop-
ping in the anticlockwise manner. The net flux in each
unit cell is zero (see Fig. 2(a)), so the translation sym-
metry of the spinons is not realized projectively.

Without the internal U(1) gauge flux, the spinon
Hamiltonian HMF is real, and one can always choose the
eigenvector |unk�i to be real unless there is a band degen-
eracy, which immediately gives ⌦nk� = 0. With the in-
ternal U(1) gauge flux, the spinon Hamiltonian in Eq. (6)
is complex and we expect a finite Berry curvature. Indeed
as we plot in Fig. 2 for the specific choices of fluxes, the in-
ternal U(1) gauge flux reconstructs the spinon bands and
creates the Berry curvatures of the spinon bands. The
induced flux eliminates the band touching at � point be-
tween the upper two bands and the Dirac band touching
K point between the lower two bands. The Zeeman cou-
pling further splits the spinon bands with up and down
spins. Berry curvatures are enhanced at K point for the
lower two bands and along the Brillouin zone boundary
for the highest bands.

We calculate the thermal Hall conductivity for our
TTHE based on the spinon mean-field Hamiltonian
Eq. (6) using the formula Eq. (5) by varying the flux and
the temperature. The results are depicted in Fig. 3. The
thermal Hall conductivity xy vanishes at zero flux (i.e.

at zero field) and increases monotonously with a finite
flux � in the zero flux limit. Due to the spinon Fermi sur-
face, xy/T becomes a constant in the zero temperature
limit [50]. The non-monotonic temperature dependence
appears at finite temperatures. At very high tempera-
tures, xy/T should certainly vanish because the spinons
are almost equally populated and the summation of Berry
curvatures of all bands vanishes. At very low tempera-
tures, the spinon chemical potential decreases as T in-
creases. In this limit, xy/T can be approximated as the
summation of Berry curvature of spinon bands with en-
ergies below the chemical potential [51]. As the chemical
potential sits on the middle band, and the Berry cur-
vatures of the lowest and middle bands are of opposite
sign, the Berry curvature cancellation from two lowest
bands becomes less, thus we would expect an increase of
xy/T as T increases. This explains the non-monotonic
temperature dependence.
Discussion—In summary, we have proposed a physical

mechanism of the emergent Lorentz force on spinons and
established the resulting TTHE in QSLs. We applied
this understanding to the specific cases of spinon met-
als in kagome lattice and calculated the TTHE. It o↵ers
a new perspective to understand the origin of thermal
Hall e↵ect of QSLs in strong Mott regime and can be
related to the clear thermal Hall signal observed recently
in kagome materials volborthite and kapellasite [31, 32],
since the main feature of the experimental xy in the
QSL region (such as non-monotonic temperature depen-
dence) are consistent with our theoretical result. The
opposite signs of the thermal Hall conductivities in vol-
borthite and kapellasite could arise from the opposite
signs of the Dzyaloshinskii-Moriya interaction that in-
duces the internal U(1) fluxes with opposite signs. Our
theory can apply broadly to other non-centrosymmetric
QSLs with Dzyaloshinskii-Moriya interaction and QSLs
with bosonic spinons. Our understanding based on the
emergent Lorentz force and/or the induced internal U(1)
gauge flux through Dzyaloshinskii-Moriya interaction dif-
fers from the calculation using the bosonic spinon and
Schwinger boson mean-field theory for gapped QSLs by
Ref. [32] for kagome kapellasite and more recently in
Ref. [52] for the square lattice.
Broadly speaking, thermal transport in Mott in-

sulators is an interesting direction in quantum mag-
netism [30]. In the high temperature paramagnet, the
high temperature series expansion can be applied. In
the intermediate temperature regime where the correla-
tion deleveps but there is no quasiparticle description
yet, the thermal transport of these “no-particles” is an
open subject in the field. The thermal transport on the
pyrochlore ice material Tb2Ti2O7 remains to be under-
stood. In the very low temperature, various quasiparticle
descriptions may emerge. For ordered magnets, magnons
would be the energy carriers. The study of magnon
Berry curvature has proved successful in the thermal Hall
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Thermal Hall e↵ect in square-lattice spin liquids:
a Schwinger boson mean-field study
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Motivated by recent transport measurements in high-T
c

cuprate superconductors in a magnetic
field, we study the thermal Hall conductivity in materials with topological order, focusing on the
contribution from neutral spinons. Specifically, di↵erent Schwinger boson mean-field ansätze for the
Heisenberg antiferromagnet on the square lattice are analyzed. We allow for both Dzyaloshinskii-
Moriya interactions, and additional terms associated with scalar spin chiralities that break time-
reversal and reflection symmetries, but preserve their product. It is shown that these scalar spin
chiralities can lead to spinon bands with nontrivial Chern numbers, which yield a significantly
enhanced thermal Hall conductivity. Associated states with magnetic order at T = 0, which is
thermally fluctuating at any T > 0, also show a similarly enhanced thermal Hall conductivity.

I. INTRODUCTION

The Wiedemann-Franz (WF) law is a paradigmatic
property of a metal that relates its electrical conduc-
tivity tensor �̂ to its thermal conductivity tensor ̂ at
temperature T as ̂/T = L

0

�̂, where L
0

= ⇡2k2

B/(3e2)
is the Lorenz number [1]. Recent studies of the
metallic state of high-Tc cuprate superconductors, such
as La

1.6�xNd
0.4SrxCuO

4

(Nd-LSCO), obtained by sup-
pressing superconductivity using magnetic fields, indi-
cate a very interesting trend in the thermal Hall coef-
ficient [2] as a function of doping. On the overdoped
side, with a hole doping of p > p⇤—where p⇤ corresponds
to optimal doping at which the superconducting critical
temperature Tc is the highest—the thermal Hall conduc-
tivity xy obeys the WF law. However, for hole-doping
p < p⇤, corresponding to the pseudogap phase, the ther-
mal Hall conductivity changes sign and becomes nega-
tive, while �xy remains positive. Further, the magnitude
of xy/(T�xy) at low temperatures significantly exceeds
L

0

, thus signaling a comprehensive breakdown of the WF
law. Since previous measurements suggest that the lon-
gitudinal thermal and electrical conductivities follow the
WF law at all dopings, including p < p⇤ [3], this devia-
tion is quite unexpected.

A possible explanation of this observation is the pres-
ence of gapped charge-neutral spin-carrying excitations
in the pseudogap phase, which cannot contribute to lon-
gitudinal thermal conductivity (or any form of dissipative
transport) below the gap but can give rise to a thermal
Hall current. By virtue of being electrically neutral, they
do not couple to the external electromagnetic field (and
by association, to �xy), leading to the violation of the
WF law in Hall conductivities. Negative xy just be-
low p⇤ and above the Néel temperature at lower doping,
where there is no long-range magnetic order, implies that
magnons are not responsible for this phenomenon. Fur-
ther, Grissonnanche et al. [2] argue that the observed

magnitude of xy at low temperatures is too large to be
explained by spin-scattered phonons. This prompts the
rather intriguing possibility of emergent neutral excita-
tions that are responsible for this unusual behavior.

In this paper, we investigate the thermal Hall conduc-
tivity (see Fig. 1) of phases where the electron fraction-
alizes into an electrically charged gapless fermionic char-
gon and a gapped charge-neutral spin-carrying spinon [4].
Such a phase of matter has topological order [5], and has
been previously discussed in the context of the pseudogap
metal [6–11]. Indeed, model calculations of the longitu-
dinal conductivities and the electrical Hall conductivity
in these fractionalized phases [6] are consistent with ex-
perimental observations in the metallic phases of several
cuprates. However, Ref. 2 shows that the large negative
xy persists even in the insulating phase as the doping
p ! 0. This is the extreme limit of breakdown of the
WF law, as �xy = 0. Motivated by this observation, we
restrict our focus to Mott insulators with gapped char-
gons and topological order, analogous to the phases dis-
cussed in Refs. 7 and 10, and compute the contribution to
the thermal Hall e↵ect from deconfined, charge-neutral,
spinons.

Our first set of results examines the thermal Hall con-
ductivity in square-lattice spin-liquid states with nonzero

FIG. 1. Schematic depiction of the thermal Hall e↵ect in an
insulator with topological order, where the heat current is
carried by fractionalized S = 1/2 spinons.
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Spin Thermal Hall Conductivity of a Kagome Antiferromagnet
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A clear thermal Hall signal (κxy) was observed in the spin-liquid phase of the S ¼ 1=2 kagome
antiferromagnet Ca kapellasite ½CaCu3ðOHÞ6Cl2 · 0.6H2O%. We found that κxy is well reproduced, both
qualitatively and quantitatively, using the Schwinger-boson mean-field theory with the Dzyaloshinskii-
Moriya interaction of D=J ∼ 0.1. In particular, κxy values of Ca kapellasite and those of another kagome
antiferromagnet, volborthite, converge to one single curve in simulations modeled using Schwinger
bosons, indicating a common temperature dependence of κxy for the spins of a kagome antiferromagnet.

DOI: 10.1103/PhysRevLett.121.097203

Identifying the ground state of a kagome Heisenberg
antiferromagnet (KHA) has been a central issue of con-
densed-matter physics because the KHA is expected to host
many unknown spin-liquid phases, including the resonat-
ing-valence-bond state [1], Z2 spin liquids [2–4], chiral
spin liquids [5–7], fermionic spin liquids [8], and Dirac
spin liquids [9–13]. It is therefore very important to find
the elementary excitations expected to emerge in these
unknown phases through experiments on ideal kagome
materials. So far, herbertsmithite ZnCu3ðOHÞ6Cl2 [14] is
the best-studied compound in which the spins remain
disordered down to the lowest temperature [15,16]. A
spinonlike continuum has been reported in herbertsmithite
at high energies (>2 meV) from neutron experiments [17],
and a small spin gap (∼1 meV) has been reported at low
energies by NMR [18]. Nevertheless, it has been pointed
out that excess Cu2þ ions replace nonmagnetic Zn2þ ions
between the kagome layers by 15% [18,19], obscuring
whether an ideal two-dimensional KHA is realized in
herbertsmithite.
Searching for an ideal KHA has led to recent discoveries

of new kagome materials from structural polymorphs of
herbertsmithite, such as Zn kapellasite ZnCu3ðOHÞ6Cl2
[20], haydeeite α-MgCu3ðOHÞ6Cl2 [21], Cd kapellasite
CdCu3ðOHÞ6ðNO3Þ2 · H2O [22], and Ca kapellasite
CaCu3ðOHÞ6Cl2 · 0.6H2O [23]. Whereas the Zn ions in
herbertsmithite are located between the kagome layers,
cations in these kapellasites or haydeeite are in the same
kagome layer of Cu ions, resulting in smaller coupling
between the kagome layers and hence better two dimen-
sionality [24]. Among these new kagome materials, Ca
kapellasite [Figs. 1(a) and 1(b)] is the most promising KHA
candidate. In Zn kapellasite and haydeeite, the nearest-
neighbor interaction is found to be ferromagnetic [25,26].

In contrast, the fitting of the temperature dependence of the
magnetic susceptibility [23] shows that the spin Hamiltonian
in Ca kapellasite is well approximated as an ideal KHA
[Fig. 1(a), J1 ¼ 52.2 K, J2 ¼ −6.9 K, Jd ¼ 11.9 K], which
is supported by a first-principles calculation [27] showing a
very dominant J1 [ðJ1; J2; JdÞ ¼ ð64; 2.8;−2.0Þ for on-site
repulsion U ¼ 7.0 eV]. Further, because the ionic radii of
Ca2þ ion (1.0 Å) is much larger than that of Cu2þ (0.73 Å),
there are no site mixings in Ca kapellasite, in contrast to
Zn=Cu (Mg=Cu) site mixings of ∼27% (∼16%) in Zn
kapellasite [28] (haydeeite [29]).
The temperature dependence of the magnetic suscep-

tibility of Ca kapellasite features a broad peak at ∼30 K,
indicating the development of a short-range spin correla-
tion, followed by a peak at T' ¼ 7.4 K [23]. The temper-
ature dependence of the heat capacity also features a peak at
T', indicating a magnetic transition at T'. This magnetic
transition was confirmed in NMR, reporting a small
broadening of the spectrum of ∼0.05μB below T' [34].
Although the magnetic ground state of Ca kapellasite is not
a disordered state, the ordering temperature is much smaller
than J1, suggesting that a spin-liquid state is realized over
a wide temperature range, T' < T < J1=kB. A zero-
temperature extrapolation of the heat capacity data above
T' reveals a large residual in the linear T term γ, implying
the presence of gapless spin excitations in the spin-liquid
phase. Also a finite γ is suggested to remain even in the
ordered phase below T' [23,34], implying the presence of
unusual gapless spin excitations.
To study the elementary excitation in Ca kapellasite,

we performed longitudinal (κxx) and transverse (κxy)
thermal conductivity measurements [see Fig. 1(c) and
the Supplemental Material (SM) [30] for details].
Itinerant excitations are studied by measuring κxx down
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effect on the elementary excitations producing the thermal
Hall signal. A change in magnetic structure below T! has
also been inferred at 6 T from the change in slope of the
magnetization [23] that may be related to the disappearance
of κxyðBÞ above 6 T.
From the linear fit for κxyðBÞ [the straight lines in

Fig. 2(b)], we estimated the slope κxy=B at each temper-
ature and plotted the temperature dependence of κxy=TB
(filled symbols in Fig. 3). Below T!, we estimated κxy=TB
from κxy at 15 T (open symbols in Fig. 3). We note that
κxy=TB data below T! are shown for reference owing to the
nonlinear field dependence of κxy. Clarifying κxy below T!,
which requires the detail of the magnetic order, remains as a
future work as discussed later. We find that κxy=TB for both
Ca kapellasite samples exhibit virtually the same temper-
ature dependence. The magnitudes of κxy for both differ by
a factor of ∼2, which is mostly attributed to the ambiguity
in the estimation of the sample geometry (see the SM [30]

for more details). As seen in Fig. 3, κxy=TB increases as the
temperature is lowered, then peaks at ∼20 K followed by a
rapid decrease to zero below T!. This temperature depend-
ence, in particular the peak in jκxy=TBj, is almost the same
with that of volborthite. Remarkably, the absolute value
of κxy=TB of Ca kapellasite is also similar to that of
volborthite, whereas κxx of Ca kapellasite is about one order
of magnitude smaller than that of volborthite. Because κxx
is dominated by phonons in this temperature range, similar
jκxy=TBj magnitudes in these kagome compounds with
different κxx magnitudes suggests that the thermal Hall
effect does not come from phonons [46]. Given almost the
same magnitude for the effective spin interaction energy
J=kB ∼ 60 K of the two compounds, similar κxy=TB
implies the presence of a common thermal Hall effect
from spin excitations of the kagome antiferromagnets.
To investigate the origin of κxy, we have simulated

κxy adopting the SBMFT [49] for KHA with the
Dzyaloshinskii-Moriya (DM) interaction, which reads

H ¼ 1

2

X

hi;ji
ðJSi · Sj þDijSi × Sj · ẑÞ − gμB

X

i

B · Si; ð1Þ

where Dij is the DM interaction, g the g factor, μB the Bohr
magneton, and the direction of the magnetic field B aligns
with the z axis. The sign of Dij is assumed to be positive if
i → j is in a clockwise direction from the center of each
triangle plaquette in the kagome lattice, and we define
Dij ¼ −Dji ¼ D. SBMFT has been employed to study the
possible spin-liquid ground states and the excitations of
quantum antiferromagnets [2,3,7,8,49–53]. In the SBMFT
framework, spin is expressed by a pair of bosons ðbi↑; bi↓Þ
as Si ¼ 1

2

P
α;β¼↑;↓b

†
iασαβbiβ, where σ is the Pauli matrices.

We decouple the Hamiltonian by taking a mean-field value
of the bond operator χij ¼ hb†iσbjσi and diagonalize it to
find the energy bands. Because of the nature of the DM
interaction, χij is a complex number, and therefore the
energy bands are gapped. Each band now carries a different
Berry flux, and this is directly related to the thermal Hall
conductivity through the relation [38,39]:

κSBMF
xy ¼ −

k2BT
ℏNt

X

k;n;σ

!
c2

"
nB

#
Enkσ

kBT

$%
−
π2

3

&
Ωknσ; ð2Þ

where c2 is a distribution function of the Schwinger
bosons, nB the Bose-Einstein distribution function, Eknσ
the energy eigenvalue, and Ωknσ the Berry curvature (see
the SM [30] for details). Equation (2) can be expressed as
κSBMF
xy =T ¼ ðk2B=ℏÞfSBMFðkBT=J;D=J; gμBB=JÞ, where
fSBMF is a dimensionless function. Given that κxy is an
odd function of both D and B, one has the approximation
κSBMF
xy =T ¼ ðk2B=ℏÞðD=JÞðgμBB=JÞf̃SBMFðkBT=JÞ when
both D and gμBB are smaller than J.

(a) (b)

FIG. 2. The field dependence (a) of the transverse temperature
difference ΔTyðBÞ and (b) of κxyðBÞ. Solid lines in (b) represent
linear fits. The field dependence of κxyðBÞ at other temperatures is
shown in the SM [30].

FIG. 3. The temperature dependence of κxy=TB of Ca kapella-
site (samples No. 1 and No. 2) and that of volborthite [41]. The
filled (open) symbols represent data estimated by the linear fit
of κxy (data at 15 T). The data of volborthite are taken from
Ref. [41]. The error bars correspond to one standard deviation and
are of the same order as the size of the symbol or smaller for data
of Ca kapellasite.
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They use Schwinger bosons, then do mean-field decoupling, obtain mean-field spinon 
Hamiltonian, and calculate the spinon thermal Hall contribution. 
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Summary

1. We point out the physical origin of emergent Lorentz force on spinons  
and obtain the resulting topological thermal Hall effects. 

2.     We establish the connection between microscopic interactions and  
    emergent D.O.F. and thus provide a scheme to control the emergent D.O.F.

4.    Thermal transports in Mott insulators are not well understood. 

3.     Our results can be extended to other non-centrosymmetric QSLs with  
        with Dzyaloshinskii-Moriya interaction.
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